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OUTLINE

• In large flares, thermal and nonthermal energies are huge.

• Small flares seem less energetic (in nonthermal electrons), 
even for their scales.

• But is this actually true?
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THIS IS HOW THE SLIDES ARE ORGANIZED

• Awesome physics result!
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ENERGY RELEASE IN LARGE FLARES
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Figure 4. Bar chart showing the (logarithmic) average energies of the different components for the six events for which values were obtained for all components—Events
13, 14, 20, 23, 25, and 38. The short thin bars show the ±1σ logarithmic scatter of the energies of the six events.

SXR-emitting plasma are due to this simply being a
relatively short-lived event.

6. CONCLUSIONS

Despite the rather large uncertainties in the individual mea-
surements used in this analysis, the relatively large number (38)
of events nevertheless allows us to reach some general conclu-
sions about the “typical” ratios of various energetic components
in large SEEs. We have found the following general statements
to hold.

1. Figure 1(b) shows that the total energy radiated by the
SXR-emitting plasma over the course of the event exceeds,
by about half an order of magnitude (R = 2.8 in Table 3),
the peak energy content of the thermal plasma that produces
this radiation. This reinforces the conclusions of Moore
et al. (1980) that some form of energy is continuously
supplied to this hot plasma throughout the event.

2. Figures 1(d) and 3(c) show that the energy content in
flare-accelerated particles (electrons and ions) is suffi-
cient to create not only the total energy radiated by the
SXR-emitting plasma, but also the total bolometric radi-
ated energy of the event.

3. Figure 2(a) shows that the energy contents of flare-
accelerated ions and electrons are comparable at the order-
of-magnitude level. This result supports the earlier claims of
Ramaty et al. (1995) and Ramaty & Mandzhavidze (2000)
and has significant consequences for acceleration models.

4. Figure 2(b) shows that the SEP energy is typically a few
percent (R = 0.04 in Table 3) of the CME kinetic energy
in the solar wind rest frame, a result with implications for
shock-acceleration models of interplanetary particles.

5. The combination of Figures 2(d), 3(a), and 3(c) shows
that the available magnetic energy is indeed sufficient
to power the thermal plasma, flare-accelerated particles,
and the CME. Although some “double-counting” may be
involved in summing these energy components (e.g., both
the flare-accelerated particles and the CME may transfer
energy to the ambient plasma; see Emslie et al. 2005), this
result nevertheless conforms to the widely held view that

the source of the energy released in SEEs lies in stressed
magnetic fields.

Figure 4 shows the logarithmic average (i.e., the geometric
mean) of the energies with ±1σ logarithmic scatter of the
various energy components for the six events (Events 13, 14,
20, 23, 25, and 38) for which all energetic components were
measured. (Events 6 and 12 were not included, since for these
events some of the components were determined only as upper
or lower limits—see Table 1.) This figure, coupled with the
overall ratios summarized in Table 3, succinctly demonstrates
how, in very approximate terms, the available magnetic energy
gets distributed in a “typical” flare in our sample:

1. Of the ∼1033 erg of available non-potential magnetic
energy, approximately 30% is released in the SEE, with the
remainder staying in the active region as stored magnetic
energy. Of the ∼30% that is released, some 80% (∼25%
of the available energy) is released in the CME (mostly
as kinetic energy) and approximately 20% (∼5% of the
available energy) is released as flare-accelerated particles,
roughly evenly distributed between electrons and ions.

2. All of the energy in the flare-accelerated particles appears to
ultimately emerge as radiation across a wide range of wave-
lengths, from optical to SXRs (Emslie et al. 2005). How-
ever, only about one-third of the energy in flare-accelerated
particles (∼2% of the available stored energy) is ultimately
radiated from high-temperature SXR-emitting plasma. The
maximum amount of energy stored as enhanced thermal en-
ergy in the SXR-emitting plasma is ∼1% of that released,
and the amount of energy radiated in the diagnostic GOES
1–8 Å waveband is only about 5% of the total energy radi-
ated by the SXR-emitting plasma, or ∼0.1% of the available
magnetic energy.

3. Because of the need for a CME to “overtake” the solar wind
and form a shock front where SEPs can be accelerated, only
about two-thirds of the kinetic energy carried by the CME
(∼15% of the available non-potential magnetic energy) is
available for SEP acceleration. The SEP production process
is in turn ∼4% efficient, so that only about half a percent
of the released magnetic energy ultimately appears in the
form of SEPs.
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ENERGY BUDGETING FOR LARGE ERUPTIVE 
EVENTS

Emslie et al. (2012)
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LARGE FLARES ARE ALSO THOSE MOST LIKELY 
TO SHOW SUBSECOND VARIATIONS .

• Fermi data show a myriad of fast spikes in hard X-ray 
flux during two M9 class flares.

• This topic was also studied by Kiplinger (using SMM),  
Aschwanden (using BATSE), Qiu & Cheng (by 
demodulating RHESSI), and Glesener & Fleishman (Fermi 
and Konus-WIND).

5

Figure 2. The top left figure is a selected portion of the Aug 04 flare time profile. The black curves
represent the 4-second smoothing applied. The other 3 figures show short timescale fluctuations identified in
the X-ray time profile of the August 04, 2011 flare. These fluctuations were identified after the black curves
in the top left image were subtracted from the raw counts. The black lines in these figures indicate the 3�
deviation from the smoothed curve. Spikes were identified as any fluctuation surpassing this threshold for a
minimum of 3 time bins in a minimum of 2 adjacent energy channels.

the spikes is a di�cult endeavor owing to the
fact that they rest upon a slowly-varying back-
ground that is not well modeled from first prin-
ciples in relatively short (10-30 second) time-
frames. Additionally, there is an issue of spikes
occurring in quick repetition and forming a large
spike complex that is detected as a single spike.
The method we have used to handle these issues
is to use an expectation maximization (EM) ap-
proach to fit a Gaussian Mixture Model (GMM)
to each detected spike in the residual count
space. As the number of spikes is not known

a priori, the GMM is represented as the sum
of 1 to 6 Gaussian functions. With maximum
likelihoods calculated for a fit to each number
of Gaussians, a Bayesian Information Criterion,
BIC = ln(n)k � 2ln(L̂), was applied. n is the
number of data points being fitted, k is the num-
ber of parameters in the fitted model, and L̂ is
the maximum likelihood of each fit. The mini-
mum of the BIC curve, see Figure 4, indicates
the optimal number of Gaussians. This is due to
the fact that the BIC penalizes models for free
parameters and rewards them for better fits.

4

Figure 1. X-ray time profiles for the July 30 and August 04, 2011 M9.3 GOES-class solar flares. Top:
GOES SXR light curves. Middle: “CTIME” Fermi GBM HXR light curves. These light curves are a
summation of the NaI(Tl) detectors, n1, n3, and n5, as these were the most sunward. The black curves
represent a 4-second smoothing of the time profiles and are used in identifying subsecond spikes, as described
in Section 2.2. The discontinuities are the result of “burst-mode” binning wherein the Fermi GBM time
bins decrease in duration from 0.25 seconds to 0.0625 seconds. This binning occurs on the ground. Bottom:
RHESSI hard X-ray time profiles. RHESSI data was used primarily for spectroscopy and comparison. The
August 04 flare was not observed in its entirety by RHESSI and thus only the impulsive phase is presented
here.

and 2.7⇥10�9 false positives, in the July 30 and
August 04 flares, respectively. Relaxing these
criteria in future studies will allow for the iden-
tification of even shorter timescale spikes. The
results of the spike identification step revealed
subsecond spikes largely occurring in intervals of
approximately 60-100 seconds. 1 such interval
was identified in the July 30 flare from 02:07:20
- 02:08:20 UTC. 2 were identified in the August
04 flare from 03:45:00 - 03:46:00 and 03:49:40 -
03:51:20 UTC.
In identifying these spikes, we can also exam-

ine the overall intensity of them. By taking the
maximum value for each spike in the residuals
and dividing it by its raw count value, we calcu-
lated the intensity of each spike, across energy

bands. Table 1 shows the results of these cal-
culations. In general, spike intensity increases
with higher energy bands. This is line with our
expectations as high energy X-ray flux should
be more dominated by the nonthermal emission.
The relatively intense spikes measured in the 26-
50 keV energy band for the August 04 flare are
likely due to pulse pileup in the Fermi GBM in-
strument that occurs during the later portion of
the impulsive phase (see Section 3.4).

2.3. Spike Shape Fitting

With strong subsecond spike candidates iden-
tified, it becomes necessary to determine their
physical characteristics, the most important be-
ing their peak times and durations. Fitting

Knuth & Glesener (ApJ, in 
revision)
GOES M.9 flare
Average HXR spike duration 0.7 s

GOES 
Class: M9

Fermi/GBM

These spikes result from 
acceleration timescales convolved 
with propagation effects            
à potentially a powerful 
diagnostic of acceleration 
mechanisms.



• Caspi & Lin (2010); Caspi, Krucker, & Lin 
(2014) - statistical study of 37 M, X RHESSI 
flares

• “Superhot” defined as temperature >30 MK
• Temperature scales with GOES class; most 

superhot flares are X flares.

THE HOTTEST FLARE PLASMA IS FOUND IN THE 
LARGEST FLARES à SUPERHOT FLARES

The Astrophysical Journal, 781:43 (11pp), 2014 January 20 Caspi, Krucker, & Lin
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Figure 4. Left: total thermal energy (assuming Ti = Te) cotemporal with and vs. the maximum measured continuum temperature. Thirteen of 14 super-hot flares
exceed ∼2.4 × 1029 erg at the time of the maximum temperature, with smaller energies appearing to be “excluded,” vs. a significant scatter among cooler flares. As for
Figure 3, squares represent cases where multiple sources may be skewing the volume/density measurements. Right: thermal energy density cotemporal with, and vs.,
the maximum measured continuum temperature. Magnetic field strengths for selected values of equivalent magnetic energy density (B2/8π ) are shown for reference
(dotted lines); these are the minimum field strengths required to contain the thermal plasma (i.e., β < 1). Thirteen of 14 super-hot flares require B ! 100 G in the
corona, where the super-hot plasma is located; this is illustrated qualitatively by the “zone of exclusion” (shaded).
(A color version of this figure is available in the online journal.)

while the cooler flare densities span the entire range. (The
outliers are primarily associated with questionably large volume
measurements, where the images show a complex morphology
and multiple sources, thus invalidating the “isothermal single
source” assumption for the density calculation.) This suggests
a potential minimum density threshold for the formation of
super-hot plasma; such a threshold appears necessary, but not
sufficient, as cooler flares can also exhibit high densities.

We note that these densities are actually stringent lower
limits, as we assumed a volume filling factor of unity; if the
RHESSI images do not fully resolve any existing fine structure,
the true filling factor f may be smaller, and since ne ∝ f −1/2,
the density would be correspondingly larger. However, physical
arguments provide a lower bound for f—for super-hot flares,
the densities are already high assuming f ≈ 1; as f decreases,
ne quickly approaches chromospheric values. For physically
plausible values of ne ! 1012 cm−3, f must be no smaller
than ∼0.01.

3.3. Energy

Figure 4 shows the thermal energy at the time of, and versus,
the maximum RHESSI temperature. The total thermal energy
(Figure 4, left), assuming Ti = Te, shows a moderate correlation
(r ≈ 0.53 log–linear), but a strong threshold association, with
13 of 14 super-hot flares exceeding ∼2.4 × 1029 erg in the
thermal plasma at the time of the temperature maximum, while
cooler flares vary across a wide range. The thermal energy
density (Figure 4, right) shows a weaker correlation (r ≈ 0.45)
but a similarly strong association, with 13 of 14 super-hot
flares exceeding ∼450 erg cm−3. As with the electron number
densities, the measured energy densities are strict lower limits
due to the assumed unity filling factor.

The minimum threshold associations are even more strongly
observed for the maximum thermal energy, which occurs
later in the flare than the maximum temperature; Figure 5
shows the maximum energy and associated energy density
versus GOES class, while Figure 6 shows these values ver-
sus the maximum RHESSI temperature achieved (earlier) dur-
ing the flare. A strong correlation (r ≈ 0.83 in log–log
space) is observed between the maximum thermal energy
Emax and the GOES flux FG, with a fit relationship of
log10 Emax ≈ (0.64 ± 0.074) log10 FG + (32 ± 0.33). When
compared against maximum temperature, a striking association
is observed—none of the non-super-hot (T < 30 MK) flares
have a maximum thermal energy beyond ∼9 × 1029 erg, while
9 of 14 super-hot flares exceed this value. The thermal energy
density also shows both a strong correlation (r ≈ 0.72 log–log
for GOES class, and r ≈ 0.70 log–linear for temperature) and a
strong threshold association, with 11 of 12 X-class flares, and
12 of 14 super-hot flares, exceeding ∼1300 erg cm−3, while
weaker/cooler flares vary widely with no apparent threshold.
(As above, the low-lying super-hot outliers are primarily asso-
ciated with potential “multiple source” images.)

The association of super-hot flares with high total thermal
energies, both early in the flare, at the time of the maximum
temperature (Figure 4), and at the subsequent energy maximum
(Figures 5 and 6), suggests that super-hot flares require a greater
overall energy input compared to cooler flares. This is partic-
ularly evident when considering that the energy measurements
presented here are instantaneous, and do not account for radia-
tive or conductive losses. At temperatures "20 MK, radiation is
dominated by continuum emission (free–free and free–bound),
and the radiative loss function increases monotonically with
both density and temperature; in addition to the obvious fact
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Figure 1. Left: synoptic map of heliocentric positions for the 37 selected flares. Right: example photon model used for spectral forward-fitting, including an isothermal
continuum (solid), a non-thermal power-law continuum (dot–dashed), and two Gaussians representing the Fe and Fe–Ni unresolved line complexes (dashed). For
observations in the thick+thin attenuator state, a third, wide Gaussian was added to account for an inaccuracy in the calibrated response of the thick attenuator. The
6–15 keV image (inset; reverse color) was used to estimate the thermal source volume from the area enclosed by the 50% brightness contour, corrected for broadening
from the instrument point-spread function.
(A color version of this figure is available in the online journal.)
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Figure 2. Left: maximum RHESSI-measured isothermal continuum temperature (diamonds) vs. GOES class for the 37 analyzed flares, with fit correlation. Spectral
fits with a reduced χ2 > 2 are denoted by open diamonds; they are distributed evenly in GOES class and thus do not significantly skew the observed correlation. All
12 X-class flares, but only 2 of 25 M-class flares, achieve super-hot (>30 MK) temperatures. Plusses denote the peak GOES XRS-derived isothermal temperatures for
the same flares. Right: emission measure corresponding to and vs. the maximum measured continuum temperature. Thirteen of 14 super-hot flares have an emission
measure exceeding ∼4 × 1047 cm−3. (The outlier is a limb flare on 2002 May 27 and was a “failed eruption” event; cf. Ji et al. 2003.)
(A color version of this figure is available in the online journal.)
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Figure 1. Left: synoptic map of heliocentric positions for the 37 selected flares. Right: example photon model used for spectral forward-fitting, including an isothermal
continuum (solid), a non-thermal power-law continuum (dot–dashed), and two Gaussians representing the Fe and Fe–Ni unresolved line complexes (dashed). For
observations in the thick+thin attenuator state, a third, wide Gaussian was added to account for an inaccuracy in the calibrated response of the thick attenuator. The
6–15 keV image (inset; reverse color) was used to estimate the thermal source volume from the area enclosed by the 50% brightness contour, corrected for broadening
from the instrument point-spread function.
(A color version of this figure is available in the online journal.)
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12 X-class flares, but only 2 of 25 M-class flares, achieve super-hot (>30 MK) temperatures. Plusses denote the peak GOES XRS-derived isothermal temperatures for
the same flares. Right: emission measure corresponding to and vs. the maximum measured continuum temperature. Thirteen of 14 super-hot flares have an emission
measure exceeding ∼4 × 1047 cm−3. (The outlier is a limb flare on 2002 May 27 and was a “failed eruption” event; cf. Ji et al. 2003.)
(A color version of this figure is available in the online journal.)
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• Most superhot flares have high densities, 
greater total energies, and require 
magnetic fields of >100 G.

• There are clues, but not confirmation, 
that superhot plasma arises from direct 
heating.

GOES 
Class: M-X

RHESSI



• Warmuth & Mann (2016; Papers I and II)

• 24 flares, C3-X17 were studied using an isothermal 
approximation.

• Higher emission measures with higher GOES class result 
both from a larger source volume and a higher density. 

• Chromospheric evaporation vs direct heating

• TRHESSI > TGOES consistently à multithermal plasma

• Especially true early in flare, high coronal sources

• Both RHESSI and GOES see chromospheric
evaporation, but RHESSI sees direct, in situ heating in 
addition.

HOW DO THESE PARAMETERS SCALE?

A&A 588, A115 (2016)
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Fig. 1. Distribution of the physical parameters of the hot thermal plasma. Plotted are histograms of emission measure EM, temperature T , electron
number density n, thermal energy content Eth , radiative energy loss rate Prad, and conductive loss rate Pcond. Dashed lines indicate the median of
the distributions. RHESSI-derived parameters are shown in black, while parameters based on GOES are indicated in gray.

the maximum thermal energy reached during an event, which
is therefore only a lower limit for the required energy input.
We have to consider radiative and conductive losses. For the ra-
diative energy loss rate, Prad(t), we used the radiative loss rates
given by CHIANTI, assuming coronal abundances and Mazzotta
et al. (1998) ionization equilibria. In first approximation, the ra-
diative losses are reproduced by the approach of Cox & Tucker
(1969), where Prad ∼ EM × T−1/2.

The conductive loss rates of the hot plasma through the two
footpoints are approximated by

Pcond(t) = Anth,tot(t)
4

dFP(t)π
κ0 T (t)7/2, (3)

with the classical Spitzer coeffcient for thermal conduction,
κ0 = 10−6 erg cm−1 s−1 K−7/2, Anth,tot as the total footpoint
area, and (dFPπ)/4 as the loop half-length, which we adopted
as the temperature scale length (cf. Phillips et al. 1996; Veronig
et al. 2005). However, under typical solar flare conditions, this
conductive flux usually saturates (e.g., Gray & Kilkenny 1980),
with a local (Campbell 1984) and a nonlocal saturation regime
(Karpen & DeVore 1987). We thus adopted the approach of
Battaglia et al. (2009) to reduce the conductive fluxes appropri-
ately. The total radiative and conductive losses, Erad and Econd,
were finally obtained by integrating over the event duration.
These event-integrated energetics will be discussed in Paper II.

In addition to the thermal energy, hot plasma also has po-
tential energy (due to dense plasma that has filled coronal loops
with heights of tens of Mm) and kinetic energy (due to plasma
flows). In Paper II, we will show that these two components can
be neglected for the discussion of energetics.

For the nonthermal component, the total flux of nonthermal
electrons as a function of time, Fnth(t) is obtained from the in-
jected electron flux distribution F0(E, t) through

Fnth(t) =
∫ EH

EC(t)
F0(E, t) dE. (4)

EH was fixed at 32 MeV, which for all practical purposes is
equivalent to having no high-energy cutoff at all. The kinetic
power of the electrons, Pnth(t), was obtained by multiplying
F0(E, t) with E before integrating. The total injected nonthermal

energy in an event, Enth is then given by integrating Pnth(t) over
time. We note again that all nonthermal parameters are lower
estimates. The consequences of the low-energy cutoff will be
further discussed in Paper II.

3. Parameter ranges, distributions,
and uncertainties

3.1. Thermal parameter distributions

Figure 1 shows the distribution of the basic physical parame-
ters characterizing the hot thermal plasma component. The his-
tograms were computed from all fitted time intervals and thus
reflect the distribution of parameters over the evolution of all
events. Included are the emission measure, temperature, elec-
tron density, thermal energy, and the radiative and conductive
loss rate (the distribution of thermal volumes is shown in Fig. 11
in Warmuth & Mann 2013a). The histograms show both the
RHESSI-derived (shown in black) and GOES-derived (gray)
quantities and indicate the medians of the distributions. It is
clearly evident that RHESSI yields systematically lower EM
and higher T than GOES: EMR = 1045−1.3 × 1050 cm−3 (with
the maximum near 1049 cm−3), while EMG = 1047 cm−3−9 ×
1050 cm−3 (maximum around 5 × 1049 cm−3). Conversely, TR =
10−45 MK (maximum at 20 MK), while TG = 6−28 MK (max-
imum at 14 MK). This behavior is a well-known phenomenon
(see, e.g., Battaglia et al. 2005; Veronig et al. 2005; Sui et al.
2005; Caspi et al. 2014a), which is generally interpreted as the
consequence of a multithermal plasma combined with RHESSI’s
higher sensitivity to high-temperature plasmas as compared to
GOES. We discuss this problem in detail in Sect. 5.

We now compare RHESSI- and GOES-derived parameter
distributions that have not yet been studied in detail. For the
thermal electron densities, we obtain nR = 109−4 × 1011 cm−3

(maximum around 1011 cm−3) and nG = 9 × 109−9 × 1011 cm−3

(maximum around 2 × 1011 cm−3). The RHESSI-derived densi-
ties are lower because of the lower EM. Most densities are sig-
nificantly higher than the typical densities of 109−1010 cm−3 de-
rived for microflares by Hannah et al. (2008). The high-density
end of the distribution is consistent with the densities of several
1011 cm−3 recently derived by Guo et al. (2012) using HXR
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A. Warmuth and G. Mann.: Constraints on energy release in solar flares from RHESSI and GOES X-ray observations. II
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Fig. 14. Sketch of the scenario for energy release, transport, and con-
version in solar flares. Two hot plasma components are present: one is
directly heated in the corona, the other is generated by chromospheric
evaporation due to energy input by nonthermal particles (particle accel-
eration is not considered in this sketch) and conduction. At lower and
denser atmospheric layers (chromosphere and photosphere) in the loop
footpoints, energy is efficiently radiated away by cooler plasma.

nonthermal energy input rate by electrons is only weakly depen-
dent on spectral index and is not correlated with footpoint area.

All flare energetics show a good to excellent correlation with
peak GOES flux (i.e., flare importance). The gravitational energy
of the hot plasma and the kinetic energy of plasma flows are
between one and two orders of magnitude lower than the max-
imum thermal energy and can thus be neglected in the discus-
sion of energetics. The radiative energy losses are comparable to
the maximum thermal energy, while conductive losses are higher
than the maximum thermal energy. The conductive energy loss is
therefore an extremely important component of the thermal flare
energetics. The total heating requirements of the hot plasma (in-
cluding losses) amount to ≈50% of the total bolometric energy
loss.

While the nonthermal energy input by energetic electrons
is sufficient to account for the maximum thermal energy and
radiative losses of the hot plasma, it is not sufficient to ac-
count for the conductive losses, which also implies that it cannot
fulfill the total heating requirements of the hot plasma or the
bolometric energy loss. This is particularly the case in weaker
flares. Therefore, an additional (non-beam) heating mechanism
is required.

Considering the results of Paper I and the present work, we
can now place all this in a common framework and propose
a scenario for energy release, transport, and conversion in so-
lar flares. This scenario is sketched in Fig. 14. In Paper I, we
have seen that a (super-)hot thermal plasma is generated by
direct heating in the corona, which might be due to various pro-
cesses associated with reconnection. At the same time, parti-
cles are accelerated to nonthermal speeds. The resulting parti-
cle beams then dump their energy into the chromosphere, where
they cause chromospheric evaporation, which fills up the flar-
ing loops with hot X-ray emitting plasma. Both the evaporated
plasma and the directly heated component suffer radiative and
conductive losses. The conductive losses are particularly strong
and transfer energy from the hot coronal loops to the dense lower
atmospheric layers at the loop footpoints (in addition to the non-
thermal energy input), where the energy can be radiated away
efficiently. This occurs at cooler temperatures and is therefore
not detected in X-rays, but in EUV, UV, and white light. This
less energetic radiation represents the bulk of the bolometric ra-
diated energy.

The scenario presented above is consistent with both the
observed bolometric losses and the thermal X-ray emission.
However, the energy in nonthermal electrons is insufficient to
generate and sustain the hot thermal component or to account
for the total bolometric losses, in particular in the case of weaker
(i.e., C-class) flares. A lower low-energy cutoff and/or the con-
tribution of energetic ions seems to be unable to resolve this dis-
crepancy. Thus, there has to be an additional non-beam heating
mechanism. This is consistent with our conclusion from Paper I
that there is a directly heated coronal plasma component. There
are several potential mechanisms (see Sect. 5.7), but in addition,
one point has to be stressed: no particle acceleration mechanism
will be totally efficient in the sense that 100% of the free energy
is converted into kinetic energy of nonthermal particles. Instead,
a certain fraction of the energy will always be transferred to
an enhanced Maxwellian (thermal) component. The large dis-
crepancy between nonthermal input and heating requirements
in weaker flares could imply that the acceleration mechanism
works in an inefficient regime in these events, producing much
plasma heating, but fewer nonthermal particles.

We are planning to continue our studies of X-ray derived
flare energetics by investigating the effects of various refine-
ments to the RHESSI spectral modeling. This will include both
modifications to the thermal component (e.g., bi- or multither-
mal models, Kappa distributions) and modifications to the thick-
target model (e.g., warm target, return current).
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Fig. 1. Distribution of the physical parameters of the hot thermal plasma. Plotted are histograms of emission measure EM, temperature T , electron
number density n, thermal energy content Eth , radiative energy loss rate Prad, and conductive loss rate Pcond. Dashed lines indicate the median of
the distributions. RHESSI-derived parameters are shown in black, while parameters based on GOES are indicated in gray.

the maximum thermal energy reached during an event, which
is therefore only a lower limit for the required energy input.
We have to consider radiative and conductive losses. For the ra-
diative energy loss rate, Prad(t), we used the radiative loss rates
given by CHIANTI, assuming coronal abundances and Mazzotta
et al. (1998) ionization equilibria. In first approximation, the ra-
diative losses are reproduced by the approach of Cox & Tucker
(1969), where Prad ∼ EM × T−1/2.

The conductive loss rates of the hot plasma through the two
footpoints are approximated by

Pcond(t) = Anth,tot(t)
4

dFP(t)π
κ0 T (t)7/2, (3)

with the classical Spitzer coeffcient for thermal conduction,
κ0 = 10−6 erg cm−1 s−1 K−7/2, Anth,tot as the total footpoint
area, and (dFPπ)/4 as the loop half-length, which we adopted
as the temperature scale length (cf. Phillips et al. 1996; Veronig
et al. 2005). However, under typical solar flare conditions, this
conductive flux usually saturates (e.g., Gray & Kilkenny 1980),
with a local (Campbell 1984) and a nonlocal saturation regime
(Karpen & DeVore 1987). We thus adopted the approach of
Battaglia et al. (2009) to reduce the conductive fluxes appropri-
ately. The total radiative and conductive losses, Erad and Econd,
were finally obtained by integrating over the event duration.
These event-integrated energetics will be discussed in Paper II.

In addition to the thermal energy, hot plasma also has po-
tential energy (due to dense plasma that has filled coronal loops
with heights of tens of Mm) and kinetic energy (due to plasma
flows). In Paper II, we will show that these two components can
be neglected for the discussion of energetics.

For the nonthermal component, the total flux of nonthermal
electrons as a function of time, Fnth(t) is obtained from the in-
jected electron flux distribution F0(E, t) through

Fnth(t) =
∫ EH

EC(t)
F0(E, t) dE. (4)

EH was fixed at 32 MeV, which for all practical purposes is
equivalent to having no high-energy cutoff at all. The kinetic
power of the electrons, Pnth(t), was obtained by multiplying
F0(E, t) with E before integrating. The total injected nonthermal

energy in an event, Enth is then given by integrating Pnth(t) over
time. We note again that all nonthermal parameters are lower
estimates. The consequences of the low-energy cutoff will be
further discussed in Paper II.

3. Parameter ranges, distributions,
and uncertainties

3.1. Thermal parameter distributions

Figure 1 shows the distribution of the basic physical parame-
ters characterizing the hot thermal plasma component. The his-
tograms were computed from all fitted time intervals and thus
reflect the distribution of parameters over the evolution of all
events. Included are the emission measure, temperature, elec-
tron density, thermal energy, and the radiative and conductive
loss rate (the distribution of thermal volumes is shown in Fig. 11
in Warmuth & Mann 2013a). The histograms show both the
RHESSI-derived (shown in black) and GOES-derived (gray)
quantities and indicate the medians of the distributions. It is
clearly evident that RHESSI yields systematically lower EM
and higher T than GOES: EMR = 1045−1.3 × 1050 cm−3 (with
the maximum near 1049 cm−3), while EMG = 1047 cm−3−9 ×
1050 cm−3 (maximum around 5 × 1049 cm−3). Conversely, TR =
10−45 MK (maximum at 20 MK), while TG = 6−28 MK (max-
imum at 14 MK). This behavior is a well-known phenomenon
(see, e.g., Battaglia et al. 2005; Veronig et al. 2005; Sui et al.
2005; Caspi et al. 2014a), which is generally interpreted as the
consequence of a multithermal plasma combined with RHESSI’s
higher sensitivity to high-temperature plasmas as compared to
GOES. We discuss this problem in detail in Sect. 5.

We now compare RHESSI- and GOES-derived parameter
distributions that have not yet been studied in detail. For the
thermal electron densities, we obtain nR = 109−4 × 1011 cm−3

(maximum around 1011 cm−3) and nG = 9 × 109−9 × 1011 cm−3

(maximum around 2 × 1011 cm−3). The RHESSI-derived densi-
ties are lower because of the lower EM. Most densities are sig-
nificantly higher than the typical densities of 109−1010 cm−3 de-
rived for microflares by Hannah et al. (2008). The high-density
end of the distribution is consistent with the densities of several
1011 cm−3 recently derived by Guo et al. (2012) using HXR
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Fig. 7. Maximum thermal energy, Eth (top), radiative loss, Erad (middle),
and conductive energy loss, Econd (bottom), of the hot plasma derived
from RHESSI (left) and GOES data (right), plotted versus energy input
by nonthermal electrons, Enth. For Eth,G and Erad,G, the relations derived
from Emslie et al. (2012) are shown by the dash-dotted line.

derived for the sample of Emslie et al. (2012), a very similar
relation is found (cf. the dash-dotted line in Fig. 7).

We continue with the radiative energy loss Erad (middle row
of Fig. 7), which again shows excellent correlation (R ≥ 0.9)
with Enth. The scalings are close to linear, and the median ra-
tios of radiative loss over nonthermal input are 0.08 for RHESSI
and 0.33 for GOES. So far, we have shown that both the maxi-
mum thermal energy and the radiative energy loss can be easily
accounted for by the injected electrons. This is consistent with
the results of Emslie et al. (2012) (cf. the dash-dotted lines in
Fig. 7). However, the correlation found by the latter study was
significantly lower than in our case.

We now turn to the conductive energy losses Econd, for which
we provide the first systematic study of its correlation with the
nonthermal energy input (see bottom row of Fig. 7). The scaling
of conductive energy loss with nonthermal input is consistent
with a power law with a slope below unity (α = 0.58 and 0.54 for
RHESSI and GOES, respectively), which reflects what we have
found for its relation with maximum thermal energy in Sect. 4.2.
For RHESSI, the conductive losses are clearly higher than the
energy input by electrons in the majority of flares (with a median
ratio Econd,R/Enth = 1.45). This is particularly pronounced in the

less energetic events. In contrast, the conductive losses given by
GOES are lower than the nonthermal input for more energetic
events, with a median ratio Econd,G/Enth = 0.61.

We have thus shown that the nonthermal energy input by
electrons cannot offset the conductive losses of the hot plasma,
at least not when considering less energetic flares, or when cal-
culating the conductive losses using RHESSI-derived thermal
parameters. This contrasts strongly with all other thermal en-
ergetics, which can be easily supplied by the nonthermal elec-
trons. The nonthermal input could of course be higher in case
of a lower low-energy cutoff (see Sect. 5.5) or a contribution
by accelerated ions (Sect. 5.6). Other problems related with the
conductive losses are discussed in Sect. 5.8.

4.4. Total radiated energy

So far, we have only discussed energetics based on SXR and
HXR observations. However, flares are known to radiate energy
basically over the whole electromagnetic spectrum, therefore we
have only gained partial insight into the energy partition in solar
flares. In particular, flares emit large amounts of energy in the
EUV, UV, and white-light (WL) range. Early estimates for the
total radiant energy were around ten times the energy emitted in
SXRs (e.g., Neidig 1989).

Any meaningful constraints on the energy partition in solar
flares can only be made if the total amount of energy that is re-
leased in a flare is determined first. Assuming that after various
conversion processes (particle acceleration, generation of flows,
heating) all the released energy will finally be thermalized and
radiated away, the total bolometric radiated energy Ebol (i.e., the
radiative energy loss summed over all wavelengths) is a measure
for this total released energy2.

The total energy radiated by a flare has first been measured
directly in the total solar irradiance (TSI) data obtained with the
SORCE/TIM instrument (Kopp & Lawrence 2005) by Woods
et al. (2004). Woods et al. (2006) reported Ebol for four strong
X-class flares (i.e., ≥X10). Here, we adopted the correspond-
ing values from Emslie et al. (2012), who have corrected these
bolometric energies for limb-darkening absorption and added an
event studied by Moore et al. (2014). Thus we obtain total radi-
ated energies of 1.4–3.6× 1032 erg in very strong flares.

This technique can only be applied to strong flares because
the TSI flare signal is usually much weaker than the background
fluctuations of the TSI. However, a superposed-epoch analysis
can be performed to obtain Ebol for a larger ensemble of weaker
flares. Kretzschmar et al. (2010) have applied this technique to
the SOHO/VIRGO data set (Fröhlich et al. 1997) from 1996 to
2008 and found statistically significant bolometric flare energies
even for C-class flares.

In Fig. 8 we plot Ebol as given by Kretzschmar (2011) for
flare ensembles with different mean X-ray importance (from
C8.7 to X3.2). We note that as a function of peak GOES flux,
Ebol closely agrees with a power law with a slope of α =
0.79 ± 0.11 and an intercept of b = 34.5 ± 0.5 (rank correlation
coefficient R = 1). A slope smaller than unity means that the total
radiated energy rises at a significantly lower rate than the peak
GOES flux. Second, we point out that the power law intersects
the individual bolometric energies measured by SORCE/TIM.

2 We refer here only to the energy released in the flare. In a solar erup-
tive event associated with a CME and an SEP event, additional energies
have to be considered (e.g., kinetic energy of the CME). This is dis-
cussed in Emslie et al. (2012).
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Fig. 14. Sketch of the scenario for energy release, transport, and con-
version in solar flares. Two hot plasma components are present: one is
directly heated in the corona, the other is generated by chromospheric
evaporation due to energy input by nonthermal particles (particle accel-
eration is not considered in this sketch) and conduction. At lower and
denser atmospheric layers (chromosphere and photosphere) in the loop
footpoints, energy is efficiently radiated away by cooler plasma.

nonthermal energy input rate by electrons is only weakly depen-
dent on spectral index and is not correlated with footpoint area.

All flare energetics show a good to excellent correlation with
peak GOES flux (i.e., flare importance). The gravitational energy
of the hot plasma and the kinetic energy of plasma flows are
between one and two orders of magnitude lower than the max-
imum thermal energy and can thus be neglected in the discus-
sion of energetics. The radiative energy losses are comparable to
the maximum thermal energy, while conductive losses are higher
than the maximum thermal energy. The conductive energy loss is
therefore an extremely important component of the thermal flare
energetics. The total heating requirements of the hot plasma (in-
cluding losses) amount to ≈50% of the total bolometric energy
loss.

While the nonthermal energy input by energetic electrons
is sufficient to account for the maximum thermal energy and
radiative losses of the hot plasma, it is not sufficient to ac-
count for the conductive losses, which also implies that it cannot
fulfill the total heating requirements of the hot plasma or the
bolometric energy loss. This is particularly the case in weaker
flares. Therefore, an additional (non-beam) heating mechanism
is required.

Considering the results of Paper I and the present work, we
can now place all this in a common framework and propose
a scenario for energy release, transport, and conversion in so-
lar flares. This scenario is sketched in Fig. 14. In Paper I, we
have seen that a (super-)hot thermal plasma is generated by
direct heating in the corona, which might be due to various pro-
cesses associated with reconnection. At the same time, parti-
cles are accelerated to nonthermal speeds. The resulting parti-
cle beams then dump their energy into the chromosphere, where
they cause chromospheric evaporation, which fills up the flar-
ing loops with hot X-ray emitting plasma. Both the evaporated
plasma and the directly heated component suffer radiative and
conductive losses. The conductive losses are particularly strong
and transfer energy from the hot coronal loops to the dense lower
atmospheric layers at the loop footpoints (in addition to the non-
thermal energy input), where the energy can be radiated away
efficiently. This occurs at cooler temperatures and is therefore
not detected in X-rays, but in EUV, UV, and white light. This
less energetic radiation represents the bulk of the bolometric ra-
diated energy.

The scenario presented above is consistent with both the
observed bolometric losses and the thermal X-ray emission.
However, the energy in nonthermal electrons is insufficient to
generate and sustain the hot thermal component or to account
for the total bolometric losses, in particular in the case of weaker
(i.e., C-class) flares. A lower low-energy cutoff and/or the con-
tribution of energetic ions seems to be unable to resolve this dis-
crepancy. Thus, there has to be an additional non-beam heating
mechanism. This is consistent with our conclusion from Paper I
that there is a directly heated coronal plasma component. There
are several potential mechanisms (see Sect. 5.7), but in addition,
one point has to be stressed: no particle acceleration mechanism
will be totally efficient in the sense that 100% of the free energy
is converted into kinetic energy of nonthermal particles. Instead,
a certain fraction of the energy will always be transferred to
an enhanced Maxwellian (thermal) component. The large dis-
crepancy between nonthermal input and heating requirements
in weaker flares could imply that the acceleration mechanism
works in an inefficient regime in these events, producing much
plasma heating, but fewer nonthermal particles.

We are planning to continue our studies of X-ray derived
flare energetics by investigating the effects of various refine-
ments to the RHESSI spectral modeling. This will include both
modifications to the thermal component (e.g., bi- or multither-
mal models, Kappa distributions) and modifications to the thick-
target model (e.g., warm target, return current).
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SMALL X-RAY FLARES STUDIED 
INDIVIDUALLY WITH RHESSI

Hannah & Christe
analyzed thermal and 
nonthermal properties 
of >25,000 microflares!

The RHESSI microflares…
• are only found in active regions.
• do not explain coronal heating.
• have steeper nonthermal distributions and lower break 

energies than larger flares do.

GOES Class: 
Sub A to low C

RHESSI

model as a function of temperature and emission measure. All of
the microflares lie between the 10 and 104 counts s!1 contours,
consistent with the nonYbackground-subtracted count rates for
good fits shown in Figure 3. Although any temperature and
emission measure between these contours could be expected,
the temperatures lie in a tight range,mostly between 10 and 15MK,
with almost all possible emissionmeasures, from1045 to1047 cm!3,
for this temperature range found. The model of the thermal

emission is directly proportional to EM and increases with larger
T, although not directly, with the continuum rising and flattening
and the line features becoming more prominent (Tandberg-
Hanssen & Emslie 1988). This results in the errors in the temper-
ature and emission measure being anticorrelated. The thermal
model also includes spectral features, and they provide addi-
tional emission, particularly from the Fe K shell over 4Y8 keV
for temperatures above 8 MK (Phillips 2004). The fact that only

Fig. 10.—Top: Histogram of themicroflare temperature (left ) and emissionmeasure (right) from the spectral fits of 9161RHESSImicroflares.Bottom: Histogram of the
photon power-law index ! (left) and break energy "B (right) for 4236 RHESSImicroflares. The gray lines in each panel refer to the right-hand axis and show the average
ratio of the error in the fit to the fitted parameter, as a function of the parameter.

Fig. 11.—Histograms of the density of the 4Y8 keV loops, found from the
emission measure and thermal volume for 9161 RHESSI microflares.

Fig. 12.—Histogram of the ratio of the 4Y8 keV flux found from the fitted
spectrum model and the image model loop.

RHESSI MICROFLARE STATISTICS. II. 711No. 1, 2008

Hannah et al. (2008), Christe et al. (2008), Hannah et al. (2011)



SMALL X-RAY FLARES STUDIED 
INDIVIDUALLY WITH RHESSI

Hannah & Christe
analyzed thermal and 
nonthermal properties 
of >25,000 microflares!

GOES Class: 
Sub A to low C

RHESSI

Hannah et al. (2008), Christe et al. (2008), Hannah et al. (2011)

Flare frequency distribution

RHESSI data filled in 
important gaps in the flare 
frequency distribution, but 
sensitivity limitations did 
not permit the 
measurement of a 
distribution slope directly 
from the RHESSI data.



SMALL X-RAY FLARES, MEASURED 
INDIVIDUALLY WITH FOXSI AND NUSTAR

Hard X-ray microflares 
are now being observed 
to two orders of 
magnitude smaller in 
brightness than previous 
observations.

113

Figure 5.10: FOXSI-2 microflares are compared to solar microflares observed by other
X-ray instruments. RHESSI (red) and GOES (blue) data come from a comprehensive
microflare study by [8]. NuSTAR data (black) show flares from multiple studies, includ-
ing microflares from Ref. [15] (g17) and Ref. [16] (w17) and three quiet Sun flares from
Ref. [17] (k18 - QS). The FOXSI-2 microflares are shown in purple (microflare 1, tar-
get A) and green (microflare 2, target J). Black contours show the expected count rate
(counts s�1) for each RHESSI detector. We note that the first FOXSI-2 microflare is an
order of magnitude fainter than the faintest microflares observed by GOES or RHESSI.
Also, FOXSI ’s sensitivity to high temperature plasma (⇠10 keV) nicely complements
NuSTAR’s sensitivity to low temperature plasma for isothermal models.

J. Vievering dissertation, 2019

NuSTAR quiet Sun 
transient brightenings
(Kuhar et al. 2018)

FOXSI-2
microflares

NuSTAR
microflares

Wright+ (2017)
Glesener+ (2017)
Kuhar+ (2018)
Hannah+ (2019)
Athiray+(2020)
Glesener+(2020)
Cooper+(2020)
Vievering+(in prep)



SMALL MICROFLARES SHOW COMPLEXITY 
AND BROAD DEMS

limits as we have used conservative flare area selection,
described in Section 2.3. ξ(T)=n dV dTe

2 is the DEM
solution in the units of cm−3 K−1. Table 2 summarizes the
thermal energy estimates calculated from DEM, ignoring any

energy losses during heating. Thermal energy estimates
computed using isothermal approximation are given in
Table 2 (Column 6) for comparison. This clearly shows the
systematic underestimate of the thermal energy released when

Figure 5. Left column: the DEM solutions obtained for Microflare 1 during Target A (top row), Target B (middle row) and Target C (bottom row) using FOXSI-2,
Hinode/XRT, and SDO/AIA data. The best-fit solution for the observed fluxes is shown as a solid black line; selected MC solutions are shown as orange dashed lines.
Middle column: Comparison of observed and best-solution predicted fluxes. A close agreement between the observed and predicted fluxes is apparent in the residuals
in the bottom panels. The chi-square (χ2) values correspond to the best-fit DEM solution. Right column: The emission measure distributions (EMDs) overplotted with
EM loci curves.

Figure 6. Left: The DEM solutions obtained for Microflare 2 during Target J using FOXSI-2, Hinode/XRT, and SDO/AIA data. The best-fit solution for the observed
fluxes is shown as a solid black line; selected MC solutions are shown as orange dashed lines. Middle: Comparison of observed and best-solution predicted values. A
close agreement between the observed and predicted fluxes is shown as residuals in the bottom panels. The chi-square (χ2) values correspond to the best-fit DEM
solution. Right: The EMDs overplotted with EM loci curves of the instruments (labeled).
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the isothermal approximation is used. This is consistent with
the results obtained for the study of larger flares (M- and
X-class) observed with SDO/AIA (Aschwanden et al. 2015).
Our analyses show that the multi-thermal DEM provides more
comprehensive thermal energy estimates than the isothermal
approximation. For these microflares, multi-thermal DEM
yields up to ∼4 times higher thermal energy than the isothermal
estimates.

6. Discussion and Summary

In this paper we presented the coordinated observations of
two sub-A class microflares jointly observed by FOXSI-2,
Hinode/XRT, and SDO/AIA. These observations provide a
unique opportunity to investigate small-scale energy releases
that were too faint to be captured in the RHESSI and GOES
flare catalogs. Significant HXR emission observed in FOXSI-2
above 5 keV indicates the presence of high-temperature plasma
up to 10MK. Concurrent brightening observed in the Hinode/
XRT and SDO/AIA channels clearly indicate a multi-thermal
plasma. We utilized the high sensitivity HXR data from
FOXSI-2 and performed a combined DEM analysis with
Hinode/XRT and SDO/AIA, which together compose a good
overlap in temperature sensitivity. The resulting microflare
DEMs peak around 3MK and exhibit significant emission
above 5MK. The coordinated FOXSI-2 observations produce

one of the few definitive measurements of the distribution and
the amount of plasma above 5MK in microflares.
It has been established that existing solar instruments in the

EUV and SXRs cannot precisely measure the low-emission
measure, high-temperature plasma. Specifically, Winebarger et al.
(2012) determined that there exists a blind spot in temperature-
emission space for Hinode/XRT and EIS; these instruments
cannot detect plasma with temperatures higher than 6MK and
emission measures lower than 1027 cm−5. HXR measurements
chiefly observe the bremsstrahlung continuum, whose emission is
not heavily affected by ionization timescales. However, both AIA
and XRT channels are sensitive to line emissions, which might
show up with a delay after the energy release due to the timescales
involved in ionizing the plasma. Thus, continuum observations in
HXRs can be well suited to determine the high-temperature
content resulting from the instantaneous impulsive heating
(Bradshaw & Klimchuk 2011).
The DEMs of the same ARs were investigated by Schmelz

et al. (2016) using Hinode/XRT and SDO/AIA alone,
considering them to be a quiet, non-flaring ARs. We note that
the flares do not show up distinctly in the XRT time profiles,
while they stand out clearly in FOXSI-2 time profiles. Their
resulting DEM peaks around 3MK and has the same orders of
magnitude of plasma content below 4MK, as in our analysis.
However, the DEM results differ significantly from ours at the
high-temperature end (>5MK). The recovered DEM by
Schmelz et al. (2016) overestimates the amount of plasma at
high temperatures, which would produce more HXR emission
than observed. This shows the limitations of the instruments
used (without FOXSI-2) to constrain the high-temperature
emission. We also note that they considered a small area in
the core of the ARs and averaged data over a large time range
(∼1 hr) in their analysis. In contrast, we used shorter FOXSI-2
time intervals with a larger area to cover all the HXR emission.
By including high sensitivity FOXSI-2 HXR data we were able
to determine a well-constrained DEM distribution above 5MK.
Additionally, for the first time we have simultaneous observa-
tion of microflaring ARs available in HXRs, SXRs, and EUV
for the quiescent and flare time intervals. By comparing the
DEMs during quiet and flaring phases for AR 12234, we found
that EM slope between log T=6.6 to 7.0 decreases from

Figure 7. Comparison of DEMs during flare (Target J) and non-flare times for AR 12234. Left: The quiet AR DEM for this region is taken from Ishikawa et al. (2017).
Right: This plot shows the flare DEM subtracted from the non-flare AR DEM for Microflare 2. The decrease in slope from quiet (∝ T−12) to flare (∝ T−4) phase shows
the presence of excess hot plasma>4 MK contributed from the microflare.

Table 2
Thermal Energy Estimates of Microflares Observed during FOXSI-2 Using the

Multi-thermal DEM Analysis

Flare Targets Start End
Multi-ther-
mal DEM Isothermal

(UT) (UT) Eth×(1028 erg)
Eth (×1028

erg)

1 A 19:12:42 19:13:14 5.1-
+

0.2
0.7 1.4-

+
0.2
0.2

1 B 19:13:18 19:13:42 4.9-
+

0.4
0.4 1.5-

+
0.2
0.2

1 C 19:13:47 19:14:25 5.1-
+

0.6
0.6 1.2-

+
0.1
0.1

2 J 19:18:51 19:19:23 1.6-
+

0.7
0.6 1.0-

+
0.1
0.1
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• FOXSI-2 microflares are 
made up of multiple loop 
brightenings within single 
events.

• 3-4x more thermal energy 
is found for a broad DEM 
as compared with an 
isothermal fit.

GOES Class: 
Sub A

Athiray et al. (2020)

There are hints of a high-
energy excess, but no 
nonthermal component 
directly detected.

FOXSI-2

FOXSI-2 Microflares 19
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Figure 13. Deconvolved FOXSI-2 images of microflare 1 (Target C) in two energy bands, 4-5.5 keV (left
column) and 6-15 keV (right column), overlaid on contemporaneous AIA 94Å (top row) and IRIS 1330Å
(bottom row) images. There is a higher fraction of high- to low-energy emission extending out towards the
eastern feature observed in AIA, indicating hotter plasma. This region of hotter plasma also overlaps with
the IRIS slit (at x⇠10”).

instruments like FOXSI can help us to better understand the characteristics of microflares and their
contribution to coronal heating.

APPENDIX

A. IMAGE DECONVOLUTION
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SMALL MICROFLARES SHOW SIMILAR 
TIME PROFILES TO BIGGER FLARES.

energy. A unity filling factor was assumed in all density estimates.
The quiescent energy we have calculated is a lower limit since we
observe only at the highest temperatures; the likely presence of
brighter but cooler plasma at quiet times would increase the
quiescent thermal energy.

In order to compare with a common measure of flare
brightness, we estimate the GOES XRS flux in the long and
short wavelength bands that would be expected given our
measured temperatures and emission measures; see panel (D) of
Figure 3. For reference, the A0.1 and A0.01 levels (long-
wavelength channel) are indicated with red dotted lines. The
microflare peaks at an estimated GOES1.0–8.0Å level of
1.4×10−9Wm−2. In actuality, the microflare is not observable
by GOES in either channel due to the background contribution of
the rest of the solar disk and due to sensitivity and/or sampling
limitations. We have also estimated the emission observable by
the six AIA coronal filters and find that the NuSTAR microflare
peak brightness is consistent with the measured emission in the
94Å filter, while the images in the other filters are dominated by
their responses to plasma cooler than the 6 MK microflare.

2.5. High-energy Excess in the Impulsive Phase

NuSTAR fits of binned count spectra for several intervals
throughout the microflare are shown in the right-hand side of
Figure 3. Fits were performed simultaneously to FPMA and
FPMB (blue and red data points, respectively) including a fixed
thermal component (dotted lines) at the background level and a
fitted thermal component for the microflare (dashed lines).
Isothermal flare components (plus the isothermal background
component) fit the data well except during the impulsive phase,

∼03:59–04:01 UT, where at high energies there is an evident
excess in counts above the model. This excess emission could
be explained either by a nonthermal component due to flare-
accelerated electrons with a rather flat power-law index of 3 or
by a small amount of hotter plasma (temperature 13 MK,
emission measure 3×1043 cm−3). However, both fits are
poorly constrained given the low statistics above 5 keV.
Since the pileup of photons arriving in quick succession

could, in principle, produce a high-energy excess, we checked
the pileup probability as indicated by the “non-physical” event
grades; see Appendix C of Grefenstette et al. (2016) for an
explanation. Since no events associated with the microflare
were found to have non-physical grades, we conclude that
pulse pileup does not affect our spectra.
Spectral fitting was also performed to RHESSI data using the

OSPEX9 SSWIDL package. Detectors 1, 3, and 5 detected enough
photons to produce a spectrum. A thermal fit to the spatially
integrated, detector-summed data resulted in a temperature of
13.1±4 MK and an emission measure of (1.7± 3.2)×
1044 cm−3 during the time interval of 03:59–04:00 UT in the
energy range 4–9 keV. This is a somewhat hotter temperature than
NuSTAR finds, but this is probably due to the high-energy excess
present in this time interval.

2.6. HXR and EUV Evolution Over Time

Figure 4 examines the time behavior of the NuSTAR
emission in various energy bands. Panel (a) shows the

Figure 4. (a) NuSTAR time profiles in 30 s bins for the entire active region in several energy bands. Data from FPMA and FPMB have been livetime corrected,
background subtracted, and added together. (b) The same profiles, when normalized, show that the emission appears, on average, earlier with higher energy.
(c) RHESSI time profile for Detector 1 (D1) integrated over 4–9 keV. (d) Evolution of the AIA Fe XVIII line emission for the four regions shown in panel (f). (e)
NuSTAR contours, with the preflare emission subtracted, coaligned to, and overlaid onto a reference AIA Fe XVIII image (at 04:00 UT). The NuSTAR images are
integrated across the flare peak (0358–0402 UT) and have been smoothed over 17 arcsec using a Gaussian kernel. Contour levels are 50%, 70%, and 90%. (f) Selected
AIA regions in a flare-integrated Fe XVIII image.

9 https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex_
explanation.htm
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AIA

NuSTAR

observed. The 2–4 keV images show bright emission from the
quiescent AR in addition to the microflare, while the 4–8 keV
images show little emission except for the microflare itself.

We fit the NuSTAR spectra using the XSPEC spectral fitting
software (Arnaud 1996). Fits were performed simultaneously to
FPMA and FPMB data, and the pointing adjustments described
in the previous section were applied in order to select a
consistent region for fitting. The region is a circle of radius
15 arcsec centered at the microflare centroid location. First, we
fit an isothermal spectrum at 1 minute intervals throughout the
time range shown in the left-hand side of Figure 3. From these
values, we identified seven intervals that were obviously
flaring. We excluded the flaring intervals and computed the
average temperature and emission measure for the nonflaring
times, which we call the quiescent parameters. Nonflaring fits
are indicated with black markers and error bars in panels (A)
and (B) of Figure 3, and the average quiescent values are
indicated with a dashed line. Those quiescent, nonflaring
parameters were then held as a fixed thermal component during
the flaring times, while a second thermal component was fit to
represent the microflare (see right-hand side of Figure 3). The
resulting thermal fits at flaring times are shown in red in panels
(A) and (B), while the fixed nonflaring component is shown
with black diamonds (and black dashed lines).

Next, we calculated the thermal energy WT of the microflare as
=W V k T3 EMT B , where EM is the emission measure in

cm−3, V is the microflare volume, kB is Boltzmann’s constant, and
T is the temperature. The volume was estimated from the AIA
Fe XVIII images shown in Figure 1 by considering the microflare
loop to be a tube of roughly uniform radius. We assumed the loop
height to be perpendicular to the solar surface and corrected
the loop length for the projection due to its near-limb position.
The resulting volume is ∼3.2×1026 cm3. We also calculated the
thermal emission of an equivalent volume of quiescent plasma,
i.e., using our quiescent background parameters and the same
volume as the microflare. In order to do this, we calculated a
quiescent density from the (nonflaring) emission measure using
the area of the region included in the NuSTAR spectroscopy
(a circle of radius 15 arcsec). We approximated the line of sight
extent from the longitudinal width of AR 12403 as gleaned from
the NOAA history; the resulting dimension of 102 Mm is a slight
overestimate. The calculated quiescent density is 5×108 cm−3.
The thermal energy of the plasma volume throughout the
microflare (red triangles) is shown in panel (C) of Figure 3,
along with a dashed black line that indicates the thermal energy of
the equivalent volume of quiescent plasma at nonflaring times.
We find the microflare energy at its peak (2.4×1027 erg) to be
greater than, but within an order of magnitude of, the quiescent

Figure 3. (Left-hand panels) Evolution of NuSTAR spectral parameters throughout the microflare, using the spectral fits shown to the right. Panels (a) and (b) show the
fit temperatures and emission measures. Panel (c) shows (red triangles) the thermal energy of the flaring volume compared with (black dashed line) the thermal energy
of an equivalent quiescent volume based on fits at nonflaring times. Panel (d) shows the GOES emission expected from the microflare, with A0.1 and A0.01 levels
shown for comparison (red dotted lines). (Right-hand panels) X-ray spectra fit simultaneously to FPMA and FPMB during the microflare. Plots show FPMA and
FPMB data points in blue and red, respectively, as well as a (dotted line) fixed thermal component at the quiescent level found in Section 2.4, held identically for all
flaring intervals, and (dashed line) a fit thermal component for the microflare. The solid lines show the total fit models including all fit components. The vertical dashed
lines show the fit energy range. In the second two intervals, there is an excess in counts above the model above ∼5 keV; this excess emission could be explained by a
nonthermal component or by a small amount of much hotter plasma.
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NuSTARGOES Class: 
A0.1

Glesener et al. (2017)

HXR emission quickly rises and slowly 
decays.

Differing regions, even in a small flare, 
have different temporal evolutions.

RHESSI



SMALL MICROFLARES SHOW SIMILAR 
TIME PROFILES TO BIGGER FLARES.

11 events: NuSTAR microflares are 
almost always impulsive and rapidly 
reach their highest temperatures, 
followed by a gradual cooling.  All events 
showed a high-energy excess over an 
isothermal model.

NuSTARGOES Class: 
A and sub A

Duncan et al. 
(in prep)
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Figure 6. For three microflares, NuSTAR contours (20, 40, 60, 80% of counts) are shown over AIA FeXVIII context images.
The NuSTAR 2-4 keV and >6 keV emission from each event has been integrated over the flare duration and deconvolved over
the number of iterations, i, indicated in the legend. Centorids of emission in each energy range are also marked. Circles with
diameters equal to the NuSTAR HPD (.70” in this energy range) and FWHM (18”) are shown for visual reference. Left:
Microflare 1918 occurred during the August orbit, and shows NuSTAR emission largely from one site within a larger AIA active
region. No background emission has been removed. Center: Microflare 1646 occurred in May Orbit 1, and is one of the smaller
microflares (background subtraction was not possible). Higher energy emission is centered on one particular loop complex,
while a larger surrounding region is bright in 2-4 keV. Right: In contrast, microflare 1618 was large enough for background
subtraction. With background removed, all flaring emission can be seen to be centered around those same loops (displaying no
significant energy-dependent di↵erence in centroid).

AIA FeXVIII images were produced using an established
linear combination of three channels (94Å, 171Å, and
211Å) to isolate FeXVIII emission (Del Zanna 2013).
As documented in previous literature (e.g. Grefen-

stette et al. (2016)), NuSTAR experiences a pointing
uncertainty on the order of a few arcminutes when ob-
serving the Sun. In order to correct for this, the FeXVIII
images were used to approximate the most likely true
center of NuSTAR emission. For each image, centroids
were found for both the AIA FeXVIII and NuSTAR
data, and the NuSTAR contours were shifted by the
di↵erence between them.
Di↵erences in the spatial properties of flare-time emis-

sion in di↵erent HXR energy ranges could provide evi-
dence of a plasma temperature gradient across the flare
site. In order to determine whether an event displays
this kind of spatial complexity, background active region
emission must first be subtracted from the flare-time im-
ages. This ensures the isolation of spatial complexity
within the microflare itself, rather than just characteri-
zation of a spatial di↵erence between flare emission and
(generally lower energy) emission from the surrounding
active region.
For background subtraction, quiet times were sought

for each event with the requirements of occurring dur-
ing the same observation and containing the same ac-
tive region. This was not possible for the August 2017
microflares, as there was no su�ciently quiet interval

during the orbit (see Figure 1). Thus, the image of mi-
croflare 1918 in Figure 6 has not had background emis-
sion removed.
Suitable quiet times did exist within the May 2018

orbits. For these events, instrument livetime and mi-
croflare duration were used to calculate the e↵ective ex-
posure time during each event. Custom quiet intervals
were then created for each microflare, trimmed to have
the same e↵ective exposure.
Subtraction was performed, after which it was seen

that in several small-magnitude events the resulting im-
ages had poor statistics and significant non-physical dis-
tortion. As a conservative rule, it was decided to only
proceed with background subtraction in cases where the
quiet interval had fewer than half of the total counts
observed in the flare interval.
This left only the two largest May microflares (1618,

1747). For these, the NuSTAR centroid was computed
in the 2-4, 4-6, and > 6 keV energy ranges for each
FPM. The di↵erences in centroid between the two FPM
in the full NuSTAR energy range (all counts > 2 keV)
were used as an estimate of uncertainty in the centroid
measurements.
Neither of the events displayed a di↵erence between

emission centroids in di↵erent NuSTAR energy ranges
larger than the estimated uncertainty. This is consistent
with what is observed in AIA FeXVIII, where both of

4 Duncan et al.
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Figure 2. NuSTAR lightcurves over flaring intervals, livetime-corrected, and binned in 6s intervals. Each are shown with fitting
intervals shaded pink, fitted models (red) plotted over NuSTAR data, and the extracted start, peak, and end times (teal, purple,
blue) marked. The top panels show all four energy ranges for three events: Left (1747) shows a microflare with a smooth,
impulsive profile in all energy ranges. The middle (1646) shows the handling of an event with comparatively lower statistics
available from 8-10 keV, and where the NuSTAR data interval ends before the flare finishes decaying. The right event (1850)
begins before the start of the NuSTAR data interval and is still decaying when a new flare begins. Additionally, it includes
multiple peaks, and required significant cropping of the fitting interval to allow a good fit to the data. Lower panels show the
4-6 keV time profiles only for the remaining 8 events, showing significant variety in their temporal structure.

The time profile of higher energy HXR emission is
generally observed to be more impulsive than that of
the lower energy emission (lower energy HXRs, or SXR
emission and below), and also to peak earlier in time.
This is consistent with a transfer of energy from accel-
erated particle populations and smaller, hotter plasma
volumes into heating of the surrounding chromospheric
plasma. Both impulsivity and di↵erential peak times
between energy ranges are considered part of the “stan-
dard” flare model (Benz 2016), and consistent observa-
tion of them in microflare events would support the idea
that the evolution of events at this scale is controlled by
similar processes to those that lead to large flares.

3.1. Time Profile Analysis

To examine these properties in the microflares consid-
ered here, four HXR energy bands were chosen within
the observed NuSTAR energy range (2-4 keV, 4-6 keV,
6-8 keV, 8-10 keV). An event asymmetry index (Aev)
was used to examine the impulsivity in all 44 cases (4
energy bands, 11 events). Aev was previously utilized to
characterize the events in the RHESSI microflare study
Christe et al. (2008), following the example of Temmer
et al. (2002). It is given as,

Aev =
tdecay � trise
tdecay + trise

(1)

with a resulting value greater than zero implying an im-
pulsive event.
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Table 1. Event Asymmetries (Aev )

Event 2-4 keV 4-6 keV 6-8 keV 8-10 keV

1850 0.00±0.07 0.57±0.03 0.57±0.07 0.31±0.24

1918 0.55±0.02 0.59±0.02 0.78±0.02 0.79±0.10

1618 0.70±0.01 0.67±0.01 0.64±0.04 0.51±0.10

1900 0.43±0.02 0.28±0.03 0.35±0.04 0.66±0.09

1747 0.48±0.02 0.46±0.02 0.37±0.10 0.31±0.22

1909 0.69±0.10 0.38±0.75 0.90±4.6 0.54±0.63

1736 0.23±0.03 0.07±0.07 -0.02±0.17 -0.68±0.06

1940 0.46±0.03 0.36±0.03 0.32±0.06 0.22±0.36

1646 0.69±0.04 0.63±0.04 0.46±0.14 0.70±0.29

1606 0.62±0.05 0.64±0.03 0.80±0.09 0.95±0.85

1917 0.86±0.01 0.56± 0.07 0.28±0.28 X

Color Impulsive Consistent Non-Impulsive

Key: (Aev> 0) With Either (Aev< 0)

Time profiles were created, including all NuSTAR
emission observed in each energy range from large re-
gions encompassing the full active region (for May 2018
events), or a large section of the active region includ-
ing all flare sites (for Aug. 2017 events). They included
livetime-corrected NuSTAR counts from several minutes
before and after any flare emission was noticeable by eye,
binned in 1s intervals. For a few events, the microflare
either began or ended outside of the period of NuSTAR
observation, in which case as much of the flare-time in-
terval was included as possible.
An automated method was developed to extract flare

start, peak, and end times from each time profile. A
model combining skewed gaussian and linear compo-
nents (to represent flaring and background emission, re-
spectively) was fit to each time profile, using the LM-
FIT Python package (Newville et al. 2014). The skewed
gaussian model was chosen for its ability to flexibly fit
both impulsive and non-impulsive time profiles.
Fit quality was observed to be sensitive to the choice of

initial conditions, so the fitting process was repeated for
an array of initial conditions for three of the fit param-
eters (the gaussian center, width (�), and amplitude),
totaling ⇠800 iterations. Optimal sets of initial condi-
tions were found (those that resulted in the fit with the
minimum chi-square value). Using these, best-fit pa-
rameters were extracted. This was repeated for each of
the 44 time profiles.
Peak time was defined as the time of the maximum of

the resulting model function. Start and end times were
defined as times when the integral of the skewed gaus-
sian model component (with the background component
removed) was equal to 0.1% and 99.9% (respectively) of

Figure 3. Microflare peaktimes are shown, normalized over
the 2-4 keV event duration such that a value of 0 would
imply the microflare peaks the moment it begins, while a
value of 0.5 would imply a peak halfway through the flare
duration, and so on. Peaktimes are shown in all four energy
ranges, with error bars showing normalized uncertainties for
each. A linear fit is included for each event, with negative
slope in 10/11 cases (zero slope for the smallest event, 1917,
which had su�cient counts to be well-fit in only three energy
ranges). This shows a trend toward earlier peaktimes in the
higher energy ranges. Events are arranged from largest (top)
to smallest (bottom) by the maximum NuSTAR count rate
(livetime corrected & background subtracted) during each
interval.

its value when evaluated over the full input duration.
These thresholds produced reasonable start/stop times
in comparison to what was apparent to the eye for each
result (examples of which can be seen in Figure 2). The
resulting degree of impulsivity seen in these events was
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Figure 5. Time evolution of ratios between two sets of
NuSTAR energy ranges are shown for two example events,
a quantity that can be used as a proxy for flare tempera-
ture. Peak times of each ratio are marked with color coded
vertical lines, and extended down for comparison with nor-
malized NuSTAR emission in four energy ranges. In the top
event (1747), the two ratios peak before the peaks in emis-
sion in any of the NuSTAR channels, while they straddle the
NuSTAR peaks in the bottom event (1900).

ratio of this flux at two di↵erent energies can be shown
to be a monotonically increasing function of T.
With su�cient knowledge of instrument response, this

relationship can be used to determine the evolution of
flare temperature in absolute terms (as was done for a
large population of GOES flares in Ryan et al. (2012)).
NuSTAR’s energy resolution allows for flare tempera-
tures to be more easily extracted from spectroscopy (see
Section 5), but it is still interesting to examine the flux
ratio to examine the temperature’s temporal evolution.
Two di↵erent ratios were examined: R46/24 (ratio of

4-6 keV emission and 2-4 keV emission), and R810/24

(ratio of 8-10 keV emission and 2-4 keV emission). Both
ratios are shown as a function of time in Figure 5 for two
example events, with normalized NuSTAR emission in
all four energy ranges shown for context.
These events are representative of the population of

microflares, all of which showed ratios with similar struc-

Table 2. Energy Ratio Peaktimes (Fraction
of Duration)

Event R46/24 R810/24

1850: 0.435±0.0210 0.365±0.0290

1918: 0.183±0.0150 0.178±0.0200

1618: 0.0960±0.0250 0.111±0.0360

1900: 0.271± 0.0260 0.198± 0.0230

1747: 0.203±0.0190 0.165±0.0220

1909: 0.0380±0.139 0.125±0.0970

1736: 0.339±0.0190 0.296±0.0440

1940: 0.226±0.0120 0.184±0.0390

1646: 0.148±0.0360 0.102±0.0410

1606: 0.173±0.0280 0.161±0.0380

1917: 0.0810±0.0160 0.0430±0.0710

ture to that of the regular NuSTAR time profiles, peak-
ing either simultaneously or earlier in time. The excep-
tions to this were smaller events, where limited statistics
in the 8-10 keV energy range challenged the interpreta-
tion of R810/24.
Table 2 gives peak times in each of these ratios for

each microflare, events again arranged by magnitude of
peak NuSTAR flux (livetime corrected, background sub-
tracted). The peak times are reported as fractions of the
full 2-4 keV event duration in each case. Uncertainties
in peak times were found by applying a range of di↵er-
ent smoothing intervals to each ratio curve before taking
the maximum, and then using the standard deviation of
the resulting peak times as the reported uncertainty.
For both ratios in all eleven microflares, the peak oc-

curs in the first half of the event. R810/24 peaks before
or co-temporally with R46/24 in every event, which is
consistent with the observed trend of earlier peaktimes
in higher energy emission (see Section 3.2).

4. SPATIAL PROPERTIES

NuSTAR’s imaging capabilities allow for compari-
son between the spatial distribution of HXR emission
with that of the EUV emission observed by SDO/AIA.
NuSTAR’s 18” angular resolution (FWHM) means that
structure on the scale of larger active region loops can
be resolved, though much of the finer spatial structure
visible in AIA is not. In Figure 6, a selection of im-
ages show NuSTAR emission from three microflares as
contours over AIA FeXVIII context images. NuSTAR
is sensitive at temperatures similar to those that most
strongly produce the FeXVIII line, which has a peak
formation temperature of 7.1 MK (Teriaca et al. 2012).



ARE THESE FLARES HIDING 
SOMETHING?

[Like hidden banks of nonthermal energy?]



SMALL MICROFLARES CAN HAVE
ACCELERATED ELECTRONS.

A more physical model than a broken power law is to
directly fit an electron distribution to the X-ray data. To
accomplish this, a thick-target model of X-rays emitted by
accelerated electrons (thick2) was fit to NuSTAR data along
with an isothermal component (vth) in the spectral fitting
package OSPEX,12 which is commonly used to fit solar HXR

flares. Since the emission is integrated over the spatial extent of
the flare and over a few minutes, we assume that the energetic
electron distribution must completely thermalize, so no thin-
target fit was performed. Because OSPEX performs only
single-instrument fits and only uses a chi-squared value as a fit
parameter, data from FPMB (which has better coverage of this
flare) were selected and rebinned to ensure at least 10 counts in
each energy bin. The result of this fitting is shown in the left
panel of Figure 4. The parameters obtained from this fit are

Table 1
Fit Parameters for All Spectral Models in Section 2.2, with Best-fit Statistic Values

XSPEC Models OSPEX Models

vapeca vapec + vapeca vapec + bknpower vth + thick2 warm_thick

Temperature (MK) 12.6-
+

0.3
0.1 11.8-

+
0.3
0.4

-
+10.4 0.2

0.4 10.3-
+

0.7
0.7 10.2-

+
0.7
0.7

EM (1045 cm-3) -
+4.0 0.1

0.1 4.5-
+

0.1
0.1

-
+4.2 0.4

0.5 5.0-
+

1.3
1.3

Density (109 cm−3) 6.0-
+

2.0
2.0

Temperatureb (MK) 400-
+

180
60

EM (1045 cm-3) 0.015-
+

0.003
0.003

Break energy (keV) -
+5.0 0.1

0.1

Photon  indexc γ -
+5.5 0.2

0.3

Norm (phot keV−1 cm−2 s−1 at 1 keV) 530-
+

50
60

Cutoff energy (keV) 6.2-
+

0.9
0.9 6.5-

+
0.9
0.9

Electron index δ 6.2-
+

0.6
0.6 6.3-

+
0.7
0.7

Electron flux (1035 e− s−1) 2.1-
+

1.2
1.2 1.8-

+
0.8
0.8

Loop half-length (Mm) 15 (fixed)

C-statistic (reduced) 2.5 1.8 1.2
χ2 value (reduced) 2.0 2.0 1.1 0.8 0.7

Notes.
a The purely thermal fits are included for fit comparison purposes only; they are poorer fits than the thermal+nonthermal fits and are not good representations of this
flare.
b Parameter was allowed to vary only up to 40 keV (464 MK).
c Index above the break. The index below the break was fixed at 2.

Figure 4. Results of thick-target spectral fitting in OSPEX using models (left) thick2 and (right) thick_warm, which model an accelerated electron distribution
propagating in a cold or warm plasma target, respectively. Fits were performed to FPMB data only. The warm-target model fits the data well with no additional
thermal component needed, indicating that the thermal plasma arises from energetic electron thermalization within the loop. For the warm-target model, the loop half-
length was fixed to 15 Mm from AIA images and both temperature and density were allowed to vary.

12 See https://hesperia.gsfc.nasa.gov/rhessi3/software/spectroscopy/spectral-
analysis-software/index.html.
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power diameter ∼1′.) High time variability is evident, especially
at higher energies. NuSTAR high-energy emission closely
follows the derivative of the flux in the GOES low-energy
channel in the first few minutes of the microflare (see panel (g)).
In this panel, GOES data have been smoothed over a boxcar
interval of 2 minutes before taking the derivative, and both the
NuSTAR and the GOES derivatives have been normalized to
their maximum values over the plot time range. The gray box in
panel (g) shows a 3 minute interval at the beginning of the flare
(18:50–18:53 UT) on which we concentrate our efforts in this
Letter; this interval was chosen because it covers the impulsive
phase of the flare and because the NuSTAR pointing was
relatively steady over this interval; the last ∼minute of the
impulsive phase was excluded due to pointing motion, which
would complicate analysis.

Images of NuSTAR HXR emission are shown overlaid on
AIA images in Figure 2. NuSTARʼs two detector assemblies are
termed Focal Plane Modules A and B (FPMA and FPMB). For
this event, FPMB recorded higher-quality data because some
of the bright emission fell in the small gap between the detector
quadrants of FPMA, so FPMB data are utilized for the images.
In panel (a), FPMB data from 2 to 10 keV have been integrated
over the 3 minute interval indicated in Figure 1, have had the
instrument point-spread function deconvolved for 50 iterations
using the IDL procedure max_likelihood.pro,10 and
have been coaligned to AIA data as previously described. This
figure also includes data from the Extended Owens Valley

Solar Array (EOVSA), which is sensitive to microwave
emission from flare-accelerated electrons (e.g., Gary et al.
2018). Panel (b) shows a zoomed-in image of FPMB emission
in two energy bands after 800 iterations of deconvolution for
the 2–6 keV band and 100 iterations for the 6–10 keV band.
(Different iteration numbers are chosen based on the statistics
available in each image.) Both NuSTAR sources are shown at
10%, 30%, 50%, 70%, and 90% level contours. The NuSTAR
and AIA source shapes are similar, and all HXR emission (in
all available energy ranges) emanates primarily from the flaring
loop (s).
The microflare was observed by RHESSI, although it was too

faint for inclusion in the autogenerated RHESSI flare list. At
this late stage in RHESSI’s mission (15.5 yr post-launch), only
detectors 1, 3, 6, and 8 were operating. Analysis of a microflare
this faint and at such low energies is challenging with
RHESSI’s performance at the time, but the array of spatial
frequencies covered by this set of four subcollimators is
sufficient to produce an image of the microflare using the
vis_fwdfit imaging method,11 as was used in Hannah et al.
(2008). This method presupposes a source shape (in this case a
loop) and forward-fits the source parameters to the observed
visibilities. The result of this method for energies 6–9 keV is
shown in panels (c)–(e) of Figure 2. RHESSI images produced
using other imaging algorithms (e.g., Clean; not shown) and
at higher energies (e.g., 8–10 keV) all show similar results; the
HXR loop matches the position, loop shape, and rotation angle

Figure 2. SDO/AIA images overlaid with NuSTAR, RHESSI, and EOVSA emission. All AIA images are integrated from 18:50 to 18:53 UT. (a) NuSTAR  and
EOVSA emission overlaid on an AIA image of the entire active region, from which the Fe XVIII component has been isolated. The NuSTAR image has been
deconvolved (50 iterations) and contour levels are 5%, 10%, 20%, 40%, 60%, and 80% of the maximum. EOVSA contours are 30%, 50%, 70%, and 90% of the
maximum. The black box indicates the region shown in other panels. (b) NuSTAR  emission deconvolved for 800 iterations (2–6 keV) and 100 iterations (6–10 keV)
overlaid on an AIA image from the same time interval. In panels (a) and (b), NuSTAR images have been coaligned to AIA images, and NuSTAR data shown are from
Focal Plane Module B only. (c)–(e) RHESSI vis_fwdfit images overlaid on various AIA filter images. (No coalignment is necessary.) The HXR emission from
both RHESSI and NuSTARshows good agreement with the AIA flaring loop morphology.

10 Available within the IDL Astronomy User’s Library at https://idlastro.gsfc.
nasa.gov.

11 See https://hesperia.gsfc.nasa.gov/rhessi3/software/imaging-software/image-
algorithm-summary/index.html for a summary of RHESSI imaging algorithms.
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• We have one clear observation of a nonthermal 
electron distribution in a NuSTAR microflare. 

• The distribution extends down to ~6 keV and contains 
a large amount of energy (4 x 1029 erg, about 10x the 
estimated thermal energy).

• Electrons thermalize mostly in the corona.

power diameter ∼1′.) High time variability is evident, especially
at higher energies. NuSTAR high-energy emission closely
follows the derivative of the flux in the GOES low-energy
channel in the first few minutes of the microflare (see panel (g)).
In this panel, GOES data have been smoothed over a boxcar
interval of 2 minutes before taking the derivative, and both the
NuSTAR and the GOES derivatives have been normalized to
their maximum values over the plot time range. The gray box in
panel (g) shows a 3 minute interval at the beginning of the flare
(18:50–18:53 UT) on which we concentrate our efforts in this
Letter; this interval was chosen because it covers the impulsive
phase of the flare and because the NuSTAR pointing was
relatively steady over this interval; the last ∼minute of the
impulsive phase was excluded due to pointing motion, which
would complicate analysis.

Images of NuSTAR HXR emission are shown overlaid on
AIA images in Figure 2. NuSTARʼs two detector assemblies are
termed Focal Plane Modules A and B (FPMA and FPMB). For
this event, FPMB recorded higher-quality data because some
of the bright emission fell in the small gap between the detector
quadrants of FPMA, so FPMB data are utilized for the images.
In panel (a), FPMB data from 2 to 10 keV have been integrated
over the 3 minute interval indicated in Figure 1, have had the
instrument point-spread function deconvolved for 50 iterations
using the IDL procedure max_likelihood.pro,10 and
have been coaligned to AIA data as previously described. This
figure also includes data from the Extended Owens Valley

Solar Array (EOVSA), which is sensitive to microwave
emission from flare-accelerated electrons (e.g., Gary et al.
2018). Panel (b) shows a zoomed-in image of FPMB emission
in two energy bands after 800 iterations of deconvolution for
the 2–6 keV band and 100 iterations for the 6–10 keV band.
(Different iteration numbers are chosen based on the statistics
available in each image.) Both NuSTAR sources are shown at
10%, 30%, 50%, 70%, and 90% level contours. The NuSTAR
and AIA source shapes are similar, and all HXR emission (in
all available energy ranges) emanates primarily from the flaring
loop (s).
The microflare was observed by RHESSI, although it was too

faint for inclusion in the autogenerated RHESSI flare list. At
this late stage in RHESSI’s mission (15.5 yr post-launch), only
detectors 1, 3, 6, and 8 were operating. Analysis of a microflare
this faint and at such low energies is challenging with
RHESSI’s performance at the time, but the array of spatial
frequencies covered by this set of four subcollimators is
sufficient to produce an image of the microflare using the
vis_fwdfit imaging method,11 as was used in Hannah et al.
(2008). This method presupposes a source shape (in this case a
loop) and forward-fits the source parameters to the observed
visibilities. The result of this method for energies 6–9 keV is
shown in panels (c)–(e) of Figure 2. RHESSI images produced
using other imaging algorithms (e.g., Clean; not shown) and
at higher energies (e.g., 8–10 keV) all show similar results; the
HXR loop matches the position, loop shape, and rotation angle

Figure 2. SDO/AIA images overlaid with NuSTAR, RHESSI, and EOVSA emission. All AIA images are integrated from 18:50 to 18:53 UT. (a) NuSTAR  and
EOVSA emission overlaid on an AIA image of the entire active region, from which the Fe XVIII component has been isolated. The NuSTAR image has been
deconvolved (50 iterations) and contour levels are 5%, 10%, 20%, 40%, 60%, and 80% of the maximum. EOVSA contours are 30%, 50%, 70%, and 90% of the
maximum. The black box indicates the region shown in other panels. (b) NuSTAR  emission deconvolved for 800 iterations (2–6 keV) and 100 iterations (6–10 keV)
overlaid on an AIA image from the same time interval. In panels (a) and (b), NuSTAR images have been coaligned to AIA images, and NuSTAR data shown are from
Focal Plane Module B only. (c)–(e) RHESSI vis_fwdfit images overlaid on various AIA filter images. (No coalignment is necessary.) The HXR emission from
both RHESSI and NuSTARshows good agreement with the AIA flaring loop morphology.

10 Available within the IDL Astronomy User’s Library at https://idlastro.gsfc.
nasa.gov.

11 See https://hesperia.gsfc.nasa.gov/rhessi3/software/imaging-software/image-
algorithm-summary/index.html for a summary of RHESSI imaging algorithms.
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Glesener et al. (2020)

GOES Class: 
A6

NuSTAR



HOW DOES THIS COMPARE WITH 
LARGER FLARES?

• The energy ratio of this flare is not very 
different from the energy ratios of 
larger flares.

• This doesn’t follow the same trend as 
RHESSI studies, but sensitivities of 
those analyses could be responsible.

• This flare does fit the trend of steeper
distributions at small energies.  (𝛿 ≈ 6)

A&A 588, A116 (2016)
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Fig. 7. Maximum thermal energy, Eth (top), radiative loss, Erad (middle),
and conductive energy loss, Econd (bottom), of the hot plasma derived
from RHESSI (left) and GOES data (right), plotted versus energy input
by nonthermal electrons, Enth. For Eth,G and Erad,G, the relations derived
from Emslie et al. (2012) are shown by the dash-dotted line.

derived for the sample of Emslie et al. (2012), a very similar
relation is found (cf. the dash-dotted line in Fig. 7).

We continue with the radiative energy loss Erad (middle row
of Fig. 7), which again shows excellent correlation (R ≥ 0.9)
with Enth. The scalings are close to linear, and the median ra-
tios of radiative loss over nonthermal input are 0.08 for RHESSI
and 0.33 for GOES. So far, we have shown that both the maxi-
mum thermal energy and the radiative energy loss can be easily
accounted for by the injected electrons. This is consistent with
the results of Emslie et al. (2012) (cf. the dash-dotted lines in
Fig. 7). However, the correlation found by the latter study was
significantly lower than in our case.

We now turn to the conductive energy losses Econd, for which
we provide the first systematic study of its correlation with the
nonthermal energy input (see bottom row of Fig. 7). The scaling
of conductive energy loss with nonthermal input is consistent
with a power law with a slope below unity (α = 0.58 and 0.54 for
RHESSI and GOES, respectively), which reflects what we have
found for its relation with maximum thermal energy in Sect. 4.2.
For RHESSI, the conductive losses are clearly higher than the
energy input by electrons in the majority of flares (with a median
ratio Econd,R/Enth = 1.45). This is particularly pronounced in the

less energetic events. In contrast, the conductive losses given by
GOES are lower than the nonthermal input for more energetic
events, with a median ratio Econd,G/Enth = 0.61.

We have thus shown that the nonthermal energy input by
electrons cannot offset the conductive losses of the hot plasma,
at least not when considering less energetic flares, or when cal-
culating the conductive losses using RHESSI-derived thermal
parameters. This contrasts strongly with all other thermal en-
ergetics, which can be easily supplied by the nonthermal elec-
trons. The nonthermal input could of course be higher in case
of a lower low-energy cutoff (see Sect. 5.5) or a contribution
by accelerated ions (Sect. 5.6). Other problems related with the
conductive losses are discussed in Sect. 5.8.

4.4. Total radiated energy

So far, we have only discussed energetics based on SXR and
HXR observations. However, flares are known to radiate energy
basically over the whole electromagnetic spectrum, therefore we
have only gained partial insight into the energy partition in solar
flares. In particular, flares emit large amounts of energy in the
EUV, UV, and white-light (WL) range. Early estimates for the
total radiant energy were around ten times the energy emitted in
SXRs (e.g., Neidig 1989).

Any meaningful constraints on the energy partition in solar
flares can only be made if the total amount of energy that is re-
leased in a flare is determined first. Assuming that after various
conversion processes (particle acceleration, generation of flows,
heating) all the released energy will finally be thermalized and
radiated away, the total bolometric radiated energy Ebol (i.e., the
radiative energy loss summed over all wavelengths) is a measure
for this total released energy2.

The total energy radiated by a flare has first been measured
directly in the total solar irradiance (TSI) data obtained with the
SORCE/TIM instrument (Kopp & Lawrence 2005) by Woods
et al. (2004). Woods et al. (2006) reported Ebol for four strong
X-class flares (i.e., ≥X10). Here, we adopted the correspond-
ing values from Emslie et al. (2012), who have corrected these
bolometric energies for limb-darkening absorption and added an
event studied by Moore et al. (2014). Thus we obtain total radi-
ated energies of 1.4–3.6× 1032 erg in very strong flares.

This technique can only be applied to strong flares because
the TSI flare signal is usually much weaker than the background
fluctuations of the TSI. However, a superposed-epoch analysis
can be performed to obtain Ebol for a larger ensemble of weaker
flares. Kretzschmar et al. (2010) have applied this technique to
the SOHO/VIRGO data set (Fröhlich et al. 1997) from 1996 to
2008 and found statistically significant bolometric flare energies
even for C-class flares.

In Fig. 8 we plot Ebol as given by Kretzschmar (2011) for
flare ensembles with different mean X-ray importance (from
C8.7 to X3.2). We note that as a function of peak GOES flux,
Ebol closely agrees with a power law with a slope of α =
0.79 ± 0.11 and an intercept of b = 34.5 ± 0.5 (rank correlation
coefficient R = 1). A slope smaller than unity means that the total
radiated energy rises at a significantly lower rate than the peak
GOES flux. Second, we point out that the power law intersects
the individual bolometric energies measured by SORCE/TIM.

2 We refer here only to the energy released in the flare. In a solar erup-
tive event associated with a CME and an SEP event, additional energies
have to be considered (e.g., kinetic energy of the CME). This is dis-
cussed in Emslie et al. (2012).
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HOW DOES THE SPECTRAL SHAPE SCALE?

RHESSI 
studies 
would have 
missed 
flares here.

See Vievering et al. (in prep; FOXSI-2) and Duncan et al. (in prep; NuSTAR)

GOES and RHESSI points are from isothermal 
approximations.  (Do not compare directly with others.)

Scaling of the spectral shape includes the nonthermal flare.

Preliminary



PLUS…WE KNOW FROM RADIO
MEASUREMENTS THAT THERE ARE

NONTHERMAL ELECTRONS!
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Example:  NuSTAR and GOES X-ray lightcurves reveal a 
small microflare at the same time as the FIELDS 
instrument on Parker Solar Probe detects a flurry of 
Type III radio bursts (escaping electrons)

Type III Radio 
Bursts

NuSTAR Microflare

Cattell et al. (in prep)

regions, several coexisting radio sources, including stochastic
spike bursts, broadband, and narrowband pulsations were
separated and identified unambiguously (Figure S1 in their
supplementary materials), which were otherwise very difficult
to distinguish from the total-power dynamic spectrum. More
recently, a similar approach was adopted for the analysis of
dynamic spectroscopic imaging data obtained by the MWA,
which was discussed in detail by Mohan & Oberoi (2017).

It has been well known in radio interferometry that the
positional uncertainty of the derived source centroid location of
a point-like source is well below the angular resolution
of the synthesized beam, which is determined by

SNR 8 ln 2FWHMs q» ( ), where θFWHM is the FWHM beam
width and SNR is the ratio of the peak flux to the root-mean-
square noise of the image (Reid et al. 1988; Condon 1997). We
select type III burst centroids with SNR>13 for detailed
analysis, which corresponds to a centroid position uncertainty
of σ<0 65 at 1.2 GHz, or <480 km on the solar disk. Such a
high accuracy of the source centroid position is necessary for
delineating electron beam trajectories at a length scale of
∼1500–7500 km for a type III emitting electron beam
propagating at 0.1–0.5c within a 50 ms integration.

Each source centroid at a given frequency (θ(ν), f(ν))
represents a “snapshot” of the radio emission of the electron
beam (within the sampling time of the correlator, which is well
below the nominal cadence, 50 ms, determined by the data
dump rate), as it reaches a location where the background
density ne≈(ν/s/8980)2 cm−3. As ne generally decreases with
height along an electron-beam-conducting magnetic flux tube
(“EB flux tube” hereafter), the ensemble of the image centroids
at decreasing frequencies represents the (projected) trajectory
of the electron beam as it propagates upward along a magnetic
flux tube. In this event, each electron beam trajectory, obtained
within a single 50 ms integration, has a close-to-linear
appearance, which delineates the magnetic flux tube along
which the beam propagates. An example of such a trajectory is
shown in Figure 1(e). Although an individual burst is not

resolved in time (i.e., the burst duration Δτ< 50 ms), the
measured length of each trajectory Δx gives an estimation of
the lower limit of the beam’s apparent speed in projection
v xbx

app t= D D , which is 0.18–0.53c for all our observed type
III bursts. To obtain the actual beam speed vb, however, one
needs to know the projection angle between the beam trajectory
and the plane of the sky α. In the low speed limit (vb= c), the
relation is simply v v cosb bx

app a= . However, for electron
beams that propagate at a sizable fraction of c, the time-of-
flight effect and, in some extreme cases, the relativistic effect,
must be taken into account (Poquerusse 1994). Following the
approach in Klassen et al. (2003) that considers the time-of-
flight effect (detailed in their Section 5), the actual beam
speed is given by v v v ccos sinb bx bx

app appa a= +( ). It is
straightforward to obtain the smallest possible beam speed
that can account for the observed apparent beam speed in
projection v vb bxmin

app= / v ccos sinbxmin
app

mina a+( ), where
v carctan bxmin

appa = ( ), which was found to be at least
0.18–0.47c or 8.5–68 keV. Such high-speed, type-III-emitting
beam-plasma systems should contain nonthermal electrons
with energies well above the value that corresponds to the
beam speed vb (Mel’Nik et al. 1999). The nonthermal nature of
the dm-λ type III bursts is further supported by their high
brightness temperature values, which are well above the
nominal coronal temperature values of 1–2MK, sometimes
exceeding 20MK (cf. Figure 1(b)). We note that the intrinsic
brightness temperature of the type III sources is likely much
higher, as they remain unresolved in our images.
The ensemble of all the electron beam trajectories of a given

type III burst group, however, displays an evident spread in their
position angles on the plane of the sky. In fact, at some times the
position angle of the trajectory of one burst can be different from
the next one that occurs 50 ms later, whereas at other times a
sequential evolution seems to exist (Figure 3; see the animations
associated with Figures 12 and 13 in Appendix C). This
phenomenon cannot be attributed to the motion of a single EB
flux tube. This is because the timescale involved (<50ms) is

Figure 3. Multitudes of electron beams emanating from discrete reconnection sites. Electron beam trajectories for two type III radio burst groups (labeled “H1” and
“H2” in Figure 1(b)) are shown in (a) and (b), respectively. Each trajectory, delineated by a series of nearly linearly distributed source centroids (similar to Figure 1(e)),
is marked with the same color and is outlined by a straight line. Different colors denote beam trajectories at different times. The common reconnection site from which all
the electron beams in each burst group originate is denoted by a star symbol. Background is the SDO/AIA 193 Å EUV image. Blue contours are the RHESSI X-ray source
at 4–8 keV (60% and 90% of maximum), from hot, retracted arcades at ∼8.7 MK. See the animations associated with Figures 12(a) and 13(a) in Appendix C.
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Another example:  The VLA
identifies Type III bursts in an 
A2 flare with no evident 
nonthermal X-ray emission.



COULD SIGNIFICANT NONTHERMAL 
ENERGY BE HIDING?

Several studies examine whether a steep nonthermal spectrum hidden 
beneath the thermal emission could power the flare via the thick-target 
model. The answer is yes.

12 Vievering et al.
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Figure 7. FOXSI-2 images and spectrum for microflare 1 (Target A) using data from D6. Images show AIA
94Å data with a raw FOXSI-2 image (left) and a deconvolved FOXSI-2 image (right) overlaid (contours:
15%, 30%, 50%, 70%, 90%). The FOXSI-2 images show only a portion of the FOV and include events
in the energy range 4-15 keV. For the corresponding FOXSI-2 spectrum, an optically thin thermal plasma
model (magenta) is fit to the data (black) in the energy range 5-8 keV (explained in section 3.2) with bin
size 0.5 keV.

3.4. Imaging Spectroscopy

With the heightened sensitivity of FOXSI, we are able to perform imaging spectroscopy on a sub-
A class flare. For this analysis, we select the target on microflare 1 where the source is closest to
the center of the detector, Target C, since the e↵ective area is highest towards the center due to
vignetting e↵ects. The counts are split into two energy bands: a lower energy band from 4-5.5 keV
and a higher energy band from 6-15 keV, plotted in Figure 11 as the background image and contours,
respectively. By calculating the centroids of both the low and high energy emission, it was found
for all Si detectors that the higher-energy emission is o↵set to the east of the lower-energy emission
with an average o↵set of ⇠7”, which is roughly the width of one FOXSI detector strip. This result
suggests that there may be higher temperature plasma in the eastern part of this flare.

4. DISCUSSION

Spectral analyses of two sub-A class microflares observed by FOXSI-2 show evidence of flare-heated
plasma at ⇠10 MK and emission measures of ⇠1044�1045 cm�3, using an isothermal model. No clear
evidence for a nonthermal component is observed for either flare; however, the possible parameter
space for a hidden nonthermal component is explored in section 4.2. Imaging spectroscopy shows
a di↵erence in plasma temperature over space within a sub-A class microflare, suggesting spatial
complexity, which is discussed further in section 4.3 along with context data from SDO/AIA.

Hidden 
nonthermal 
component?

Cooper et al. (2020) studied a 1026
erg flare and found that the nonthermal 
energy could equal the thermal energy 
and still be unobserved.

characterize the high-temperature emission, which is often
difficult for other instruments to do alone.

In this event, we find that the Hinode/XRT temperature
response functions are a factor of two too small, suggesting that
it would normally overestimate the contribution from high-
temperature plasma in this microflare.

Overall, we find the instantaneous thermal energy during the
microflare to be ∼1028 erg; once the pre-flare has been
subtracted this equates to a heating rate of ~ ´2.5 1025

erg s−1 during the impulsive phase of this microflare. This is
comparable to some of the smallest events observed with
RHESSI, although RHESSI did not see this microflare as its
indirect imaging was dominated by the brighter ARs elsewhere
on the disk.

Although no non-thermal emission was detected, we can
place upper limits on the possible non-thermal component. We
find that we would need a steep ( .d 7) power law down to at
least 7 keV to be able to power the heating in this microflare.
This is still consistent with this small microflare being
physically similar to large microflares and flares, but this
would only be confirmed if NuSTAR detected non-thermal
emission. To achieve this, future NuSTAR observations need to
be made with a higher effective exposure time. For impulsive
flares, this cannot be achieved with longer duration observa-
tions, only with higher livetimes. Observing the Sun when
there are weaker or fewer ARs on the disk would easily achieve
this livetime increase, conditions that have occurred since this
observation and will continue through solar minimum.

These observations would greatly benefit from new, more
sensitive, solar X-ray telescopes such as the FOXSI (Krucker
et al. 2014) and MaGIXS (Kobayashi et al. 2011) sounding
rockets, as well as the MinXSS CubeSats (Mason et al. 2016).
New data combined with NuSTAR observations during quieter
periods of solar activity should provide detection of the high-
temperature and possible non-thermal emission in even smaller
microflares, which should, in turn, provide a robust measure of
their contribution to heating coronal loops in ARs.
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Wright et al. (2017) 
found a reasonable range 
of allowed parameters for 
a hidden nonthermal 
distribution.

Vievering et al. (in prep) found similar 
results for one of the FOXSI microflares 
(though not for the other).



CLOSING THOUGHTS

• Energetic properties of large flares are fairly well characterized.  Correlations with 
flare energetic size are observed in temperatures, emission measures, and most 
nonthermal parameters.  Most cross-scale studies find that smaller flares tend to be 
less efficient particle accelerators.

• However, new studies of the smallest observable hard X-ray microflares imply that 
there may be more nonthermal energy than was apparent to previous instruments.  
One nonthermal flare has been observed with NuSTAR to have a large nonthermal 
energy.  Other flares do not exhibit clear nonthermal behavior but could easily be 
hiding abundant nonthermal energy.

• A solar-optimized direct-focusing hard X-ray telescope supported by high-resolution 
EUV imaging is necessary in order to settle these questions!



EXTRA SLIDES



FOCUSING OPTICS X-RAY SOLAR 
IMAGER SOUNDING ROCKET

• Solar sounding rocket experiment flown for 6-
minute flights in 2012, 2014, and 2018.

• Uses direct-focusing telescopes as opposed to
indirect imagers like RHESSI à orders of
magnitude greater sensitivity.

Goals:
• Demonstrate focusing HXR optics optimized for 

the Sun.
• Look for indicators of nanoflares in active regions 

and the quiet Sun

• Astrophysics spacecraft not optimized for 
solar pointing

l Best conditions: targets ≲GOES B5

l Observations are planned 3-4 days in 
advance (minimum) or as planned 
coordinations with other spacecraft 
observing campaigns (better).

THE NUCLEAR SPECTROSCOPIC 
TELESCOPE ARRAY (NUSTAR)

DIRECT-FOCUSING HARD X-RAY 
INSTRUMENTS



NONTHERMAL EMISSION IN THE 2017 
AUGUST 21 NUSTAR MICROFLARE

A more physical model than a broken power law is to
directly fit an electron distribution to the X-ray data. To
accomplish this, a thick-target model of X-rays emitted by
accelerated electrons (thick2) was fit to NuSTAR data along
with an isothermal component (vth) in the spectral fitting
package OSPEX,12 which is commonly used to fit solar HXR

flares. Since the emission is integrated over the spatial extent of
the flare and over a few minutes, we assume that the energetic
electron distribution must completely thermalize, so no thin-
target fit was performed. Because OSPEX performs only
single-instrument fits and only uses a chi-squared value as a fit
parameter, data from FPMB (which has better coverage of this
flare) were selected and rebinned to ensure at least 10 counts in
each energy bin. The result of this fitting is shown in the left
panel of Figure 4. The parameters obtained from this fit are

Table 1
Fit Parameters for All Spectral Models in Section 2.2, with Best-fit Statistic Values

XSPEC Models OSPEX Models

vapeca vapec + vapeca vapec + bknpower vth + thick2 warm_thick

Temperature (MK) 12.6-
+

0.3
0.1 11.8-

+
0.3
0.4

-
+10.4 0.2

0.4 10.3-
+

0.7
0.7 10.2-

+
0.7
0.7

EM (1045 cm-3) -
+4.0 0.1

0.1 4.5-
+

0.1
0.1

-
+4.2 0.4

0.5 5.0-
+

1.3
1.3

Density (109 cm−3) 6.0-
+

2.0
2.0

Temperatureb (MK) 400-
+

180
60

EM (1045 cm-3) 0.015-
+

0.003
0.003

Break energy (keV) -
+5.0 0.1

0.1

Photon  indexc γ -
+5.5 0.2

0.3

Norm (phot keV−1 cm−2 s−1 at 1 keV) 530-
+

50
60

Cutoff energy (keV) 6.2-
+

0.9
0.9 6.5-

+
0.9
0.9

Electron index δ 6.2-
+

0.6
0.6 6.3-

+
0.7
0.7

Electron flux (1035 e− s−1) 2.1-
+

1.2
1.2 1.8-

+
0.8
0.8

Loop half-length (Mm) 15 (fixed)

C-statistic (reduced) 2.5 1.8 1.2
χ2 value (reduced) 2.0 2.0 1.1 0.8 0.7

Notes.
a The purely thermal fits are included for fit comparison purposes only; they are poorer fits than the thermal+nonthermal fits and are not good representations of this
flare.
b Parameter was allowed to vary only up to 40 keV (464 MK).
c Index above the break. The index below the break was fixed at 2.

Figure 4. Results of thick-target spectral fitting in OSPEX using models (left) thick2 and (right) thick_warm, which model an accelerated electron distribution
propagating in a cold or warm plasma target, respectively. Fits were performed to FPMB data only. The warm-target model fits the data well with no additional
thermal component needed, indicating that the thermal plasma arises from energetic electron thermalization within the loop. For the warm-target model, the loop half-
length was fixed to 15 Mm from AIA images and both temperature and density were allowed to vary.

12 See https://hesperia.gsfc.nasa.gov/rhessi3/software/spectroscopy/spectral-
analysis-software/index.html.
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Here we report the first direct detection of nonthermal
emission from a solar flare using a focusing HXR imager. We
analyze the microflare’s thermal and nonthermal properties and
compare these to larger flares.

2. Observations

NuSTAR is a NASA Astrophysics Small Explorer launched
in 2012 (Harrison et al. 2013). Unlike all previous HXR-
observing spacecraft, NuSTAR utilizes directly focusing HXR
optics to achieve far better sensitivity than any previous HXR
instrument. Although it is an astrophysics mission, NuSTAR
can measure faint solar emission during relatively quiet times,
when best use is made of the instrument’s limited throughput
(Grefenstette et al. 2016). Observations of the Sun are
performed several times per year for one to several hours at
a time.

On 2017 August 21, NuSTAR observed the Sun for one orbit
just before the solar disk was partly occulted by the Moon
(NuSTAR observation IDs 20312001001 and 20312002001).
For a few minutes on this day, the Sun was totally occulted as
viewed from several locations in North America, an event
commonly referred to as the “Great American Eclipse.” Due to
the high level of public excitement and scientific interest
generated by this event, most telescopes capable of observing
the Sun did so on that day.

NuSTAR’s target of interest on 2017 August 21 was an active
region with NOAA number 12671, which was observed from
18:49:58 to 19:50:03 UTC,9 a total of 3605 s, (∼2940 s before
the lunar occultation of the region began at ∼19:39). NuSTARʼs
livetime during the non-occulted observation was, on average,
0.3% (with a minimum of 0.1% at microflare peak) for an
effective exposure of ∼9 s. This region produced a few C-class
flares before and after the NuSTAR observation and produced
several evident microflares during the observation. Here, we
concentrate on a microflare occurring in the west of the active
region, at a location approximately [360, 45] arcsec west and
north of the solar center. (Future work will analyze in detail the
entire set of NuSTAR microflares in this region.)

2.1. Microflare Temporal and Spatial Observations

NuSTAR has two quasi-identical telescopes. These record
X-rays on a single-photon basis; events can then be arbitrarily
binned in space, time, and energy. Since NuSTAR pointing
knowledge carries large uncertainties during solar observation
(see Grefenstette et al. 2016), we coaligned NuSTAR images
empirically to data from the Atmospheric Imaging Assembly
(AIA) on board the Solar Dynamics Observatory (SDO). A
linear combination of AIA data in the 94, 171, and 211Å filters
was taken to isolate the Fe XVIII contribution, as in Del Zanna
(2013); this line has a formation temperature of log T≈6.9
and is sensitive to a temperature range that overlaps that of
NuSTAR. We coaligned NuSTAR and AIA Fe XVIII data at the
peak of the microflare (∼18:55 UTC) and then cross-correlated
the NuSTAR images to each other; this method assumes slow
(or no) source motion. Uncertainties in this coalignment are
estimated to be ∼10″.

Figures 1(a)–(b) show soft X-ray lightcurves from the X-Ray
Sensor (XRS) on board the Geostationary Operational

Environmental Satellite (GOES-15) spacecraft. After subtracting
an exponentially falling background from the long-wavelength
flux, the GOES class is A5.7. Panels (c)–(f) show NuSTAR
lightcurves in several energy bands for a 2′ region centered on
the flare, and also for a 12′ region that corresponds to NuSTAR’s
entire field of view (FoV). The active region was contained well
within this 12′ FoV. At lower NuSTAR energies, emission from
the entire active region is evident, while at higher energies,
emission emanates from the flare only. (Residual differences
between blue and black curves in the 8–10 keV energy band are
due to the wings of the instrumental point-spread function, half-

Figure 1. Lightcurves from NuSTAR and GOES. Panels (a) and (b) show
GOES soft X-ray flux, with an exponentially falling background subtracted for
panel (b). In panel (a), the shorter-wavelength GOES channel flux has been
multiplied by a factor of 10. Panels (c)–(f) show livetime-corrected NuSTAR
counts from both telescopes in 10 s time bins and several energy bands, with
1σ statistical uncertainties shown. Pale blue lines show data integrated over the
entire active region, while black lines show a 2′ FoV around the microflare site.
Panel (g) shows that the high-energy NuSTAR emission mimics the derivative
of the GOES long-wavelength flux in the first minutes of the flare, indicative of
the Neupert effect. The gray box indicates the 3 minute interval chosen for
spectroscopy, and the 2–4 keV background-subtracted curve is shown for
comparison.

9 Summary plots and information can be found at http://ianan.github.io/
nsigh_all/.
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The Neupert effect is observed between the high-energy
NuSTAR emission and the GOES SXR derivative. This is
usually interpreted as a signature of nonthermal emission.

of the AIA loop. RHESSI provides highly accurate source
locations, and so no coalignment with AIA was necessary. In
summary, all HXR observations, from both NuSTAR and
RHESSI, reveal that HXR emission emanates primarily from
the flaring coronal loop(s).

2.2. HXR Spectral Fitting

An examination of the NuSTAR spectral data over the first 3
minutes of the flare indicated a small pileup component, and so
a pileup correction was performed on the count spectra (see
Appendix C in Grefenstette et al. 2016). Since each NuSTAR
event is assigned a “grade,” comparison of events of various
grades gives an estimate of the pileup contribution, which can
then be subtracted from the spectrum. The necessary pileup
correction is no more than 6.25% in any 0.64 keV energy band.
Statistical uncertainties were widened to account for uncertain-
ties in the subtracted components. Additionally, a gain slope
correction was included to account for variations in the
NuSTAR gain that occur only at extremely high rates (e.g.,
livetime of less than a few percent) encountered at the Sun
(Duncan et al. 2019); this parameter was allowed to vary for
XSPEC fits and was fixed to 0.95 (the best-fit value) for
OSPEX fits. The gain adjustment resulted in a 5% increase in
temperature and a 20% decrease in emission measure.

Following these pileup and gain corrections, fitting of
various spectral models was performed using the XSPEC
software package (Arnaud 1996). Fits were performed
simultaneously to FPMA and FPMB using the C-statistic to
assess goodness of fit. Figure 3 shows the results of fitting for
three different spectral models: an isothermal model (vapec),
a double-thermal model (vapec+vapec), and an isothermal
model plus a broken power law (vapec+bknpower). The
fit parameters are summarized in Table 1. For the bknpower
component, the spectral index below the break (where emission
is dominated by thermal plasma) was fixed at 2. The simplest
model (isothermal only) shown in panel (a) exhibits a high-
energy excess that is not well fit by the model. The double-
thermal model shown in panel (b) picks up this high-energy

component but retains systematic residuals that are not well
distributed across energy; the iron line intensity is poorly
predicted. Additionally, the temperature required by the hotter
component (400 MK) is unreasonably high. When the
temperature was restricted to a more physical range (e.g.,
<100 MK), the fit value was always driven to the highest
allowed temperature; the iron line was still poorly predicted;
and the fit statistic values were worse. The third model, which
includes a broken power law in photon space arising from a
nonthermal electron distribution, exhibits well-distributed
residuals and a significantly better fit statistic than the
thermal-only fits. This model is selected as the best fit to the
data and reveals the presence of an accelerated electron
distribution.
As is often the case in fitting HXR spectra, the power-law

spectral break (which is related to the low-energy cutoff of the
accelerated electron distribution) is poorly constrained in the
presence of bright thermal plasma. The fit value is best viewed
as an upper limit; see Section3 of Holman et al. (2011) for a
thorough discussion. In fact, for this microflare, even a thermal
component plus an unbroken power law produced only a
slight worsening of the fit, bringing the temperature up
to T=11.9±(0.9, 0.6) MK and emission measure down to
EM=2.3±(0.3, 0.6)×1045 cm−3. Although we do not
consider a single power law likely, since it would require an
accelerated electron distribution extending down to extremely
low energies, we use it to set one bound on the flare thermal
parameters. The resulting range of allowed parameters (for
the thermal+power-law models) is T=10.2–12.8 MK and
EM=(1.7–4.7)×1045 cm−3. We consider this a range of
allowed parameters, but the most likely ones are those in the
last column of Table 1.
AIA data were examined for consistency with the NuSTAR

temperature. A simple ratio was taken of data from AIA filters
131 and 94Å (filters with significant and relatively isolated
response to hot flare-temperature plasma). This ratio yields
temperatures of 9.2–10.5 MK between 18:50 and 18:53 UTC
and an emission measure consistent with that obtained via the
NuSTAR spectral fit.

Figure 3. Spectral fits to NuSTAR data in the 18:50–18:53 UTC time interval for (a) an isothermal model, (b) a double-thermal model, and (c) an isothermal + broken
power-law model. Count spectra shown are livetime- and pileup-corrected, and a gain correction has been included in the fit. In each spectrum, the top panel shows the
count spectrum (and fit) for the two telescopes (FPMA, red; FPMB, black), and the bottom panel shows the error-normalized residual distribution. The residuals
indicate a more appropriate fit for the isothermal + broken power-law model than for either of the purely thermal distributions, revealing a flare-accelerated electron
distribution. Fit parameter values are listed in Table 1.
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No purely thermal models were found to fit the data well.
Double thermal models required unphysically high
temperatures and still exhibited clear mismatches to the
data.



• The 2002 July 23 RHESSI flare showed multiple thermal components.  The hottest (~30-35 
MK) was located relatively higher in the corona.  It lasted through the flare peak but can be seen 
prominently in the pre-impulsive phase, when footpoints are almost nonexistent.

• Caspi & Lin attributed the superhot plasma to direct heating.

A SPECIFIC SUPERHOT EXAMPLE (CASPI & 
LIN 2010)
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Figure 2. Photon flux spectra (black), model fit (Fe and Fe–Ni lines: olive; super-hot: brown; hot: magenta; non-thermal: green; total model: blue), and normalized
residuals during the RHESSI SXR peak (∼00:31:30 UT), when the super-hot component is strongest. Inset: 50% and 90% contours of 6.3–7.3 (olive solid), 9–12 (blue
dotted), 17–18 (brown dashed), and 60–100 keV (green dot-dashed) images at the same time; the crosses denote the derived centroid locations (and uncertainties) of
the super-hot (brown; left) and hot (magenta; right) components.

model (Figure 2) including both super-hot and hot isothermals
(Figures 1(c) and (d)) plus a non-thermal power law throughout
the impulsive and decay phases, yielding reduced χ2 values of
∼0.7 to ∼2.4 (averaging ∼1.4) with no significant remaining
continuum.

The Fe and Fe–Ni line complex fluxes and their ratio
show a correlation with the super-hot continuum temperature
(Figure 3), with a steeper functional dependence at lower tem-
peratures (!25 MK). CHIANTI predictions of the line fluxes
and ratio for the two thermal plasmas combined agree qual-
itatively with the observations, but quantitatively are signifi-
cantly larger—by, on average, ∼55%, ∼20%, and ∼34%, re-
spectively, with larger deviations at lower temperatures (Caspi
2010). Throughout the pre-impulsive phase, when a non-thermal
HXR source is observed in the corona (initially with no de-
tectable footpoint emission) cospatial with a thermal source, the
continuum spectrum can be fit by a wide range of model param-
eters (cf. Holman et al. 2003). By assuming that the empirical
correlation between the Fe and Fe–Ni lines and the super-hot
continuum observed during the rest of the flare (Figure 3) also
holds here, we obtain constraints on the super-hot temperature
and emission measure during this phase.

The thermal source size was determined from the 50%
intensity contour of (thermally dominated) 6.2–8.5 keV RHESSI

images using Clean with uniform weighting (Hurford et al.
2002). Simulations for elliptical Gaussian sources show that
the length 2a and width 2b—corrected for broadening by the
point-spread function—are determined to ∼7%, yielding an
∼23% uncertainty in the ellipsoidal volume V = (4/3) πab2.
We arbitrarily assume a volume of V/2 each for the super-
hot and hot plasmas and derive their thermal electron densities
ne =

√
2Q/V and energies Eth = (3/4) neVkBTe (Figures 1(e)

and (f)). Both quantities vary as
√

V , so are not very sensitive
to uncertainties in the volume.

During the SXR peak at ∼00:31:30 UT (Figure 2, inset),
the centroid positions of the 6.3–7.3, 9–12, and 17–18 keV
emission vary linearly (with χ2 < 1) with the fractional
count contribution of the super-hot component (∼63%, ∼76%,
and ∼95%, respectively), consistent with spatially distinct
super-hot and hot sources whose centroids are separated by
∼11.7 ± ∼0.7 arcsec. The RHESSI imaging data can also
be expressed as X-ray visibilities5—using the above fractional
count percentages, the contributions of the super-hot and hot
sources to the total visibilities in each energy band can be
computed individually (Caspi 2010). Images created from such
visibilities are consistent with two well-separated plasmas, with

5 http://sprg.ssl.berkeley.edu/∼tohban/wiki/index.php/RHESSI_Visibilities
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Figure 3. (a) Measured Fe to Fe–Ni line flux ratios and (b) individual
line fluxes, normalized by the super-hot component emission measure, vs.
measured super-hot continuum temperature during the impulsive and decay
phases. The black curves show the CHIANTI predictions for an isothermal
plasma; the systematically larger observed ratios and fluxes are expected
from the contribution of the second, hot isothermal component to the lines.
However, accounting for the hot isothermal yields predicted ratios and fluxes
that significantly exceed the observed values (Caspi 2010).

the super-hot source farther from the footpoints than the hot
source throughout the flare. The super-hot source’s separation
from the footpoints increases over time, and at times, the source
is elongated up to ∼2× in that direction.

Table 1 gives the parameters of the super-hot and hot plasmas
at times during the flare. At the beginning of the flare pre-
impulsive phase, we find from the Fe and Fe–Ni lines that
the temperature is already !25 MK. At the peak of the pre-
impulsive phase, when faint footpoints are visible, we find that
the plasma has become super hot, and a second hot, but lower
temperature, component is also required to fit the data (Figure 4).
During the impulsive phase, the super-hot plasma temperature
peaks at ∼44 MK during the non-thermal HXR (60–100 keV)
peak. The super-hot emission measure then is only ∼20% of
the peak value, reached ∼9 minutes later. The super-hot plasma
cools rapidly as the HXR emission decreases by a factor of
∼10 and drops below 30 MK when the HXR emission nears
background, reaching a minimum of ∼21 MK during the flare
decay. The total super-hot thermal energy, however, decreases
relatively slowly, dropping by only a factor of ∼4.6 from its
maximum until spacecraft nighttime.

The hot plasma begins at "18–21 MK at least as early as
∼00:25 UT, when footpoints begin to be visible, and peaks at
∼24 MK ∼1 minute after the super-hot temperature peak, de-
caying relatively slowly thereafter. The hot plasma is always sig-
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Figure 4. Photon flux spectra (black) during the peak of the pre-impulsive phase
(∼00:25:40 UT), with two acceptable model fits showing the upper (solid)
and lower (dashed) temperature limits of the super-hot component (brown), as
constrained by the Fe and Fe–Ni lines (olive). Hot isothermal (magenta) and
non-thermal (green) components are also required. Inset: 30%, 50%, and 90%
contours of 6.2–8.5 (olive solid) and 35–100 keV (green dotted) images at the
same time. The peak non-thermal emission appears to be above the thermal
looptop; the faint footpoint contains only ∼16% of the total non-thermal flux
within the 50% contour (∼29% within the 30% contour).

nificantly (∼7.5–25 MK) cooler than the super-hot component,
and its temperature varies within a much narrower range (∼13–
24 MK). The best-fit temperature and emission measure of
this hot plasma agree closely with those derived from
GOES—to within ∼5% and ∼20%, respectively—except
before ∼00:38 UT, when the super-hot and non-thermal emis-
sion are intense (likely contaminating the GOES measure-
ments). The large fluctuations over short timescales (∼20–60 s)
in the hot temperature and emission measure (Figures 1(c)
and (d)), such as around the temperature peak at ∼00:29–
00:33 UT, are generally anti-correlated and thus likely arti-
facts of fitting—the hot continuum contributes only ∼10%–20%
of the total ∼3–20 keV counts, and equally acceptable fits to
the spectra are achieved when the values are smoothed over
3–5 intervals.

Compton backscatter of coronal X-rays from the photosphere
(“albedo”) was neglected because of the flare’s ∼73◦ helio-
centric angle. Applying an isotropic-source albedo correction
(Kontar et al. 2006) to the Figure 2 spectrum yields only small
("10%) changes in both continuum temperatures and the hot
emission measure, but an ∼33% drop in the super-hot emission
measure; however, the super-hot density and energy change by
only ∼18%, and the derived centroid separation changes by
only ∼15% (∼2σ ) to ∼9.9 ± ∼0.6 arcsec, so our results are not
significantly affected.

The CHIANTI-predicted line fluxes and ratio are not signifi-
cantly affected ("2%) by the albedo correction, which therefore
cannot explain the quantitative disagreement with the observa-
tions. The ionization timescales (cf. Jordan 1970; Phillips 2004)
for Fe xxv and Ni xxvii—the primary line contributors—at the
measured temperatures and densities are generally <1 s and
never exceed ∼13 s, much shorter than the temperature change

Flare peak

GOES 
Class: X5


